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INTRODUCTION

The Space Station Furnace Facility (SSFF) is a modular facility for materials research in the

microgravity environment of the Space Station Freedom (SSF). The SSFF is designed for crystal

growth and solidification research in the fields of electronic and photonic materials, metals and

alloys, and glasses and ceramics, and will allow for experimental determination of the role of

gravitational forces in the solidification process. The facility will provide a capability for basic

scientific research and will evaluate the commercial viability of low-gravity processing of selected

technologically important materials.

The facility is designed to support a complement of furnace modules as outlined in the

Science Capabilities Requirements Document (SCRD). SSFF is a three rack facility that provides

the functions, interfaces and equipment necessary for the processing of the furnaces and consists

of two main parts: the SSFF Core Rack and the two Experiment Racks. The facility is designed to

accommodate two experimenter-provided furnace modules housed within the two experiment

racks, and is designed to operate these two furnace modules simultaneously. The SCRD specifies

a wide range of furnace requirements and serves as the basis for the SSFF conceptual design.

SSFF will support automated processing during the man-tended operations and is also designed

for crew interface during the permanently manned configuration. The facility is modular in design

and facilitates changes as required, so the SSFF is adept to modifications, maintenance,

reconfiguration, and technology evolution.

The first SSFF launch is scheduled for late 1997. The Core Rack and Experiment Rack-1

will launch with Furnace Module- 1 as the initial configuration for SSFF. This configuration of the

SSFF is referred to as the Integrated Configuration 1 (IC1). ICl will operate during the Man-

tended phase of the SSF and the facility will be designed to operate in an automated state after the

crew installs the payload and initiates the processing.

The second launch for SSFF is scheduled for 1999 with Furnace Module - 2 as the addition

to the first payload. With the addition of the second furnace module, the SSFF will be in a fully

operational mode, referred to as the Integrated Configuration-2 (IC2). IC2 will operate during the

manned phase of the SSF program and therefore will utilize the crew to the extent practical.

The requirements for SSFF were taken from the SCRD which is dated January 24, 1992,

and the design of the SSFF was derived based on those requirements. The furnace modules that

are accommodated by the SSFF are listed below:

• High-Temperature-Gradient Directional Solidification Furnace Module (HGDSF)

• Low-Temperature-Gradient Directional Solidification Furnace Module (LGDSF)

• Vapor Crystal Growth Furnace Module (VCGF)
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• Isothermal / Rapid Solidification Fumace Module (IRSF)

• Hot Wall Float Zone Module (HWFZ)

• Programmable Multizone Furnace Module (PMZF)

• Visibly Transparent Furnace Module (VTF)

• Interface / Radiographic Measurement (IRM)

• Thermophysical Property Measurement Furnace (TPMF)

• * Large Bore Low-Temperature-Gradient Directional Solidification Furnace Module (LBDSF)

• * High Pressure Furnace Module (HPF).

The furnaces listed with asterisks were considered for impact only since the furnace concepts are

not currently developed in sufficient detail to be incorporated in the SSFF design.

From the furnace modules described above, NASA selected a strawman furnace complement

for the SSFF design. The furnace modules that were considered to represent the widest range of

resource requirements are listed below and their requirements are enveloped in the strawman

complement consisting of two furnaces, Furnace Module-1 and Furnace Module-2:

• High-Temperature-Gradient Directional Solidification Furnace Module (HGDSF)

• Low-Temperature-Gradient Directional Solidification Furnace Module (LGDSF)

• Vapor Crystal Growth Furnace Module (VCGF)

• Programmable Multizone Furnace Module (PMZF)

From this strawman, resource requirements were reviewed for the SSFF system design. The

following is a list of those resource requirements from which the SSFF is based: Furnace Module-

1 is a module which is similar to the Crystal Growth Furnace (CGF) that is flying on USML-1 in

1992. Furnace Module 2 is the Programmable Multizone Furnace

Resource Reauiremenl Furnace Module-I Furnace Module-2

Nominal Heater Power 900 W 1200 W

Peak Power 2100 W 3000 W

Maximum Heat Up Rate 300 °C/hr 30 °C/hr

Maximum Temperature 1700 °C 1300 °C

Operating Atmosphere Argon Argon

Hard Vacuum Requirement 1 x 10-3 torr Unknown

Coolant Water Water

Temperature Control Thermocouples 14 I(X)

Sample Thermocouples 36 < 10

Mass 327 kg 350 kg
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In orderto accommodatethefurnacemoduleswith theresourcesrequiredto operate,SSFF

developeda designthat meetsthe needsof thewide rangeof furnacesthat areplannedfor the

SSFF.Thesystemdesignis dividedintosubsystemswhichprovidethefunctionsof interfacingto
the SSFservices,conditioning and control for furnacemoduleuse,providing the controlled
servicesto thefurnacemodules,andinterfacingto andacquiringdatafrom thefurnacemodules.

Thesubsystems,describedindetail in thisdocument,arelistedbelowwith a generaldescription
provided:

• PowerConditioningandDistributionSubsystem(PCDS)- Providestheregulation,distribution
andconversionof theSSF-providedpowerto thedesiredusablelevels.

• DataManagementSubsystem(DMS) - Providesprocesscontrol, dataacquisition,recording
capabilitiesandinterfacesfor thecrewandtheSSFDMSfor uplink,downlinkandhousekeeping
functions.

• Software(SW) - Automatescontrol of the SSFFhardware,handlesinternal and external
interfaces,performsdataacquisition,processingandstorage.

• GasDistribution Subsystem(GDS)- Suppliesthe backfill processgasesfor thefurnacesand
interfaceswith theSSFVentSystemto disposeof furnacewastegases.

• ThermalControlSubsystem(TCS)- Interfaceswith SSFTCSandprovidesheatrejectionfor all
SSFFcomponents.

• Mechanical StructuresSubsystem(MSS) - Provides structural interface for the SSFF
subsystemsandthefurnacemodulesandservesasthephysicalinterfaceto SSF.

Two setsof interfacesexist for theSSFFwhile in orbit; SpaceStationFreedom(SSF)and
thefurnacemodules.TheSSFFisdesignedsothattheCoreRackservesasthecentralinterface

for theFurnaceModulesto theSSF. Resourcesfrom theSSFaresuppliedto theCoreRackand

thoseresourcesareroutedfrom theCoreRacktoeachof theExperimentRacks.TheExperiment

RacksserveastheFurnaceModuleinterfaceto theCoreanddonotreceiveservicesdirectly from
SSFexceptFireDetectionandSuppression(FDS),which is a resourcethateverypoweredrack

receives. The servicesobtainedfrom the Corerack to the ExperimentRacksareconsidered
optional andaredriven by therequirementsof theFurnaceModule locatedin that rack. The

subsystemsrequiredto accommodatethesefurnacerequirementsareshownin theblockdiagram
on thefollowing page,andaredesignedto meet therequirementsof theSSFand the Science
CapabilitiesRequirementsDocument. Eachsubsystemis shownin a different color as listed
below:

PowerConditioningandDistributionSubsystem
DataManagementSubsystem
GasDistributionSubsystem
ThermalControlSubsystem

RED
GREEN
YELLOW
BLUE
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The following reportsdescribein detail the subsystemsthat comprisetheSSFF. These

reportsincludedescriptionof therequirements,groundrulesandassumptions,conceptdesign,
descriptionof individualcomponents,sketches,interfacediagrams,andresourcerequirementsfor

eachsubsystem.Thespecificationsfor operationof eachsubsystemarecontainedin theContract

End ItemSpecification,320SPC0001.
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EXECUTIVE SUMMARY

This report describes the requirements, assumptions, and analysis used to baseline the

concept for the Space Station Furnace Facility Power Conditioning and Distribution Subsystem

(SSFF PCDS). Through the evaluation of these parameters a subsystem was designed which

would fulfill the requirements set forth for the SSFF PCDS in the Science Capabilities

Requirements Document (SCRD) and other applicable documents. This report presents, in detail,

each component of the baseline concept, a description of each components function, subsystem

resource requirements, and subsystem interfaces.

After evaluating the requirements for the PCDS, an evaluation of different PCDS concepts

was conducted to determine which concept would best meet the requirements of the SSFF. These

concepts, distributed, centralized, and hybrid, were each capable of meeting the needs of the SSFF

somewhat; however, it was determined that the hybrid concept best met the overall goals of the

SSFF when measured against the stated criteria.

The baseline concept provides for SSFF power to be brought into the facility at the core rack,

to be distributed to core rack equipment, to be distributed to experiment rack equipment, and to be

distributed to the furnace modules all from the centralized core. Secondary distribution within each

experiment rack allows for growth of the PCDS power capabilities by providing a point at which

power can also be brought into the SSFF through the experiment rack at some future time. Power

distribution will be controlled by the SSFF Data Management Subsystem ('DMS).

All power conditioning will be accomplished in the core rack prior to any distribution to the

experiment racks. Conditioning for furnace heaters will be accomplished by banks of variable

voltage output, 120 volt, current limited, DC-DC power converters or modules. These power

modules will be available for individual driving of heater elements and will also have the flexibility

to be combined in series to drive high power heaters. This "stacking" of power modules will be

done in the core junction boxes, which will be reconfigured or replaced with each new furnace

complement. This conditioning, coupled with the reconfigurable core junction boxes, will provide

PCDS flexibility and will allow the SSFF to accommodate various types of furnaces. Furnace

heaters will interface with the PCDS at the fimmce junction boxes.

In addition to baselining the PCDS conceptual design, this report uses candidate components

to estimate required subsystem resources. The estimated total nominal power draw of the current

SSFF concept is 6 kW with usage peaking at 8.4 kW. Of this peak demand, 2.7 kW is allocated to

PCDS components and 3.9 kW is allocated to the total heater power of the two furnaces operating

in a nominal situation. It is assumed that 100% of the PCDS inefficiency power will be rejected to

the SSFF Thermal Control System (TCS). The total PCDS components mass is estimated at 264

kg occupying volumes in the core and experiment racks of 0.23 m 3 and 0.12 m 3 respectively.

ii
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Two major concerns facing the PCDS baseline concept are:

1. The requirement to provide current pulsing to each experiment rack.

2. The impact of the Space Station Freedom (SSF) Electrical Power System (EPS) on SSFF
essential power for sating.

In order to meet the current pulsing requirements stated in the SCRD, a detailed study and

conceptual design process will have to be undertaken. The results of this study will determine the

impact on the PCDS, which in all likelihood will invoke major impacts to power demand, current

draw, distribution equipment and wire sizes.

SSFF power demands project the need to be located in a 12 kW SSF rack. A payload

located in a 12 kW rack must receive power from two 6 kW buses for demand and electrically tie

the two together to provide essential safmg power. The electrical tying of buses together poses

two major problems for the PCDS.

• SSF requires that 1 M_ of electrical isolation be maintained between buses. This
requirement significantly impacts the PCDS design, but is addressed by the current
PCDS baseline concept.

• Since during nominal operations the SSFF power demand is estimated to peak above 6
kW, both 6 kW feeds will be utilized. SSF requires that a back up feed be available to
racks for sating and it is likely that SSFF will be reqttired to initiate safe shutdown if
either bus is lost. This impact could severely limit SSFF operations.

The studies listed above and other required trades and analyses detailed in this report are

outlined in Appendix A.

• ,°°
111
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1. INTRODUCTION

1.1 SCOPE AND PURPOSE

The Space Station Furnace Facility (SSFF) will be a modular facility for materials research in

the microgravity environment of the Space Station Freedom (SSF). The SSFF will accommodate

two experiment racks which will be operated, regulated, and supported by a core of common

subsystems. The SSFF will consist of two experiment racks and the SSFF core rack, which

houses the subsystems required to provide the support functions for the accommodated furnaces.

The SSFF Power Conditioning and Distribution Subsystem (PCDS) is composed of the

equipment necessary to condition, and distribute power provided by the SSF Electrical Power

System (EPS) to SSFF subsystems. The scope and purpose of this report is to present the SSFF

PCDS requirements and the design concept developed to meet these requirements. The report

includes a description of the requirements, an overall PCDS concept, and descriptions of the

individual PCDS components.

The bulk of the power to be distributed by the PCDS will be consumed by the furnace heaters

with the remainder serving as housekeeping power to the SSFF subsystems. The PCDS will

employ power converters to condition SSF provided power to a level useable by SSFF subsystems

and furnaces. Distribution boxes will employ Remote Power Controllers (RPCs) to switch loads

and to excite actuators. Junction boxes will provide connection points between wiring harnesses

which will route power to furnace heaters and will provide flexibility to re-route power dependent

on furnace requirements. PCDS monitoring and control will be provided by the SSFF Data

Management Subsystem (DMS). Thermal control will be maintained by the SSFF Thermal

Control Subsystem (TCS).

1.2 GROIINDRIILES AND ASSUMPTIONS

The following assumptions are made with regard to furnace operations:

• The two accommodated furnaces will never peak simultaneously. While one furnace is
peaking, the other furnace will be in a normal operation mode or dormant.

Based upon the furnace requirements of CGF and PMZF, and having considered all
candidate furnaces as stated in the SCRD, the SSFF will consume its maximum power
draw when PMZF is peaking at 3000 W and CGF is operating normally at 900 W.

• PMZF will have 32 zones (in reality this number may be less).

• It is assumed that the two experiment racks will be located to one side of the core rack
and that the core rack will be a I2 kW location.

It is assumed that both SSF EPS 6 kW power feeds will never be lost simultaneously. At
least one feed will always provide at least enough power for the safe shutdown of the
SSFF.

1-I
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2. REQUIREMENTS

2.1

The SSFF PCDS shall meet the requirements identified in documents DR-7, Contract End

Item Specification(CEI) for SSFF and the requirements stated or implied by the Science

Capabilities Requirements Document(SCRD). The PCDS will be responsible for distributing and

conditioning up to 12 kW of electrical power to SSFF subsystems and accommodated furnaces.

2.2 INTERFACE REOUIREMENTS

The SSFF PCDS will interface directly with the SSF, as well as with the SSFF subsystems

and furnace modules. The PCDS interfaces are illustrated in Figure 2-1. Arrows indicate the

direction of flow. A description of these interfaces is given below.

2.2.1 SSFF PCDS with SSF

The SSFF PCDS will interface with the SSF by connecting to two 120 VDC power buses.

Each bus will have the capability to deliver 6 kW to the SSFF core rack and 6 kW fo each

experiment rack. Since 3 kW and 6 kW SSF payload racks use one bus as a primary feed and the

other as an essential feed, 12 kW racks are required to maintain 1 Mr2 of electrical isolation

between the two buses at all times (SSF Electric Power Specifications and Standards SSP 30482).

No true essentials bus exists at this time, only the two main buses. This means that a 12 kW rack

must tie the two buses together whenever essentials power will be required.

The two SSFF power Buses (Bus A & Bus B) will feed the PCDS via SSF provided Remote

Power Distribution Assemblies (RPDAs) or through a SSFF designed assembly (similar in

function).

Each RPDA provides a physical connection point for a bus and a mounting backplane for a

Remote Power Controller Module (RPCM). The RPCM is a group of fast-response, solid-state

circuit breakers or Remote Power Controllers(RPCs). The RPCM is controlled via a local MIL-

STD-1553 serial data bus by the SSFF DMS. Each switch is assigned a normally open or closed

position and will assume this position once the RPCM has been energized and each switch has

performed a serf check.

RPDAs are available in either a one or two position configuration which will accommodate

either 1 or 2 RPCMs respectively. RPCMs are available in five different types:

• Type I - provides eight switches rated at 12 Amps each.

• Type II - provides four switches rated at 25 Amps each.

• Type III- provides two switches rated at 50 Amps each.

• Type IV - provides a single switch 65 Amp device.

• Type V - type V is knows as a hybrid RPCM, it provides sixteen 3.5 Amp switches and
two 12 Amp switches.

2-1
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SSF provided RPDAs and RPCM are illustrated in Section 3.2.2, Figures 3-5 and 3-6

respectively.

2.2.1.1 Space Station Power Allocation .PUMA Document No. TD-001-2.C.2.2

Section 2.1 provides SSF power allocation estimates. At MB01 (Nov-95) the total station

capability will be 18.75 kW average power, at MB10 (Dec-97) the total station capability will be

37.5 kW average power, at PMC (Permanent Manned Capability) the total station capability will be

56.25 kW average power, and at EMCC (Eight Man Crew Capability) the total station capability

will be 75 kW average power.

SSFF launch is scheduled for late 97 at which time the available power to payloads will be

33.5 kW. This number decreases as loads are added, dipping to 25 kW in Sep 98 before jumping

to 46.5 kW in Dec 98.

Memorandums of Understanding (MOU's) have been agreed upon by NASA and the

international users of SSF. These MOU's establish payload power allocations. The MOU's

presently define the U.S. Lab allocation as 48.5% of payload available power. At MB-17 (PMC)

this equates to a total of 13.74 kW available for U.S. Lab use. For design purposes, SSFF PCDS

will assume 13 kW available to USL, recognizing that this 13 kW must be shared with other USL

racks.

2.2.2 SSFF PCDS With Furnace Modules

The SSFF must accommodate any two of the seven furnaces identified in the SCRD. Since

two of the listed furnaces represent the most extreme requirements for power, these two have been

chosen to serve as strawman furnaces. The requirements of these strawman furnaces will serve as

design drivers for the SSFF PCDS design. These furnaces are the Crystal Growth Furnace (CGF)

and the Progrmmnable Multi-Zone Furnace (PMZF). CGF is a working furnace developed by

Teledyne Brown Engineering (which will fly on USML-1) with operational data available. The

PMZF is being developed by Lewis Research Center. Preliminary conceptual design information

provided by Lewis is presented in this document. The PCDS design must have the capability to

accommodate these two furnaces while remaining flexible enough to accommodate other variations

of furnace complements. The current furnace requirements for CGF and PMZF applicable to

PCDS are listed in Table 2-1.

The furnace modules will be the largest single users of power within the SSFF. Each

furnace module will be supplied power based on furnace requirements and typical furnace

timelines. Each furnace module will be powered, monitored, and controlled independently to

follow a temperature profile provided and controlled by software. The furnace power requirements

will be met by a collection of power converters or modules. These power modules will be
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TABLE 2-1. STRAWMAN FURNACE REQUIREMENTS

Peak Furnace Power Required
Nominal Furnace Power Required
Maximum TotalHeaterCurrents
Maximum IndividualHeater Current

Maximum individual heater Voltage
Maximum Individual Heater Power

Heater Resistance Range
Number of Heaters

CGF 1

2100 W
900W
140A
20A

60VDC
900W

0.5 to 3.0
7

PMZF 2

3000 W
1200 W
320A
10A

28 VDC
TBD

2to3 f2
32

Based upon SP-RPT-6752A, JA-55-036A p. 24

2 Based upon information suppfied by Lewis Researr.h Center.

configurabletoaccommodate variousfurnacesand/orfurnaceconfigurations.They willalsobc

abletoprovideoutputsofcontrollablepower basedon heaterpower and/orheatertemperature.

2.2.3 SSFF PCDS with Core _nhsystems

The PCDS will be required to supply power to furnace modules and SSFF subsystems: Data

Management Subsystem (DMS), Gas Distribution Subsystem (GDS), and Thermal Control

Subsystem (TCS).

Total SSFF power demand is the sum of furnace required power, SSFF subsystems

demand, and the power required to overcome equipment inefficiencies. A breakdown of these

requirements is shown in Table 2-2. The power is tabulated in three different manners: Connected

Load, Nominal Power Draw, and Power Draw at Facility Peak.

Connected Load is the summation of the maximum power ratings of all SSFF equipment

with no regard to duty cycle. This number is shown in an effort to demonstrate the amount of

connected load to the system, and is an inacctwate way to calculate SSFF demand since all SSFF

equipment will never be energized simultaneously.

Nominal power draw is a summation of all SSFF power drawing equipment when the facility

is operating in a normal mode. This number considers duty cycles of equipment and normal

equipment status during operation. This total is provided to demonstrate the SSFFs total electrical

power draw during normal operations (2 furnaces running simultaneously at nominal power), and

represents the most accurate estimate of SSFFs normal power consumption.
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TABLE 2-2. SSFF POWER DEMAND (watts)

Power Consuming Equipment

Furnaces
CGF
PMZF

(Qty.)

DMS
Centralized Eouivment

Core Control Unit
Removable Hard Drive
CDROM/WORM Drive

High Density Recorder
Video Processor Unit

Core Monitor/Control Unit
Crew Interface

cPc Stimdus(2)
Distributed Eaui_ment

Furnace Control Unit(3)
Furnace Actuator Unit(2)

DCMU(2)
GDS

Centralized EauiDment

Latching Solenoid Valve (4)
Position Sensor (Man Valve)
Pressure Tmnsduc._3)
Contamination Monitor

Distributed Eouiument

Latching Solenoid Valve(12)
Compresset(2)
CM Sensors(4)

Pressure TransducerS6)

PCDS
CenualizeA EauiDment

RPCM(2)
Primary Dislxibution Box
Core Power Conditioner

Connected
Load

28O0

3200

155.0
84.0
70.0

204.0
145.0
43.0
60.0
88.0

309.0
240.0
96.0

144.0
2.0
3.0

150.0

432.0
400.0
20.0
12.0

Nominal
Power Draw

9O0
1200

155.0
84.0
70.0

204.0
145.0
43.0
60.0
88.0

309.0
240.0
96.0

7.2
2.0
3.0

150.0

21.6
20.0
1.0
12.0

Essentials Powe_ Supply
V oltage/Current _ensor(4 )
Line & Connector Loss 1

Distributed Eouioment

Furnace Power Dislributor(2)
Essentials Power Supply(2)
CtmvJtt Pulser(2)
Voltage/Current Sensor(132)
Line & Connector Loss 1

37.4
73.9

2000.0
205.3
4.0

335.8

37.4
73.9

700.0
205.3

4.0
258.8

37.4
180.7
80.0
132.0
392.7

37.4
180.7
80.0
132.0
348.7

Power Draw at

Facility Peak

9OO
30O0

155.0
84.0
70.0

204.0
145.0
43.0
60.0
88.0

309.O
240.0

96.0

7.2
2.0

3.0
150.0

21.6
20.0
1.0
12.0

37.4
73.9

1300.0
205.3
4.0

290.4

37.4
180.7
80.0
132.0
348.7
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TABLE 2-2. SSFF POWER DEMAND (watts) (Continued)

Power Consuming Equipment

(Qty.)
TCS

Cenwalized Eaui_me_t
Pump Package
Flow Meter(2)
Flow Conu'ol Valve(2)
TemperatureSensor(5)
PrcssuroTransducer(3)
Shutoff Valve(2)

Distributed Eouinment

TemperaOxr_Sensor(0)
Pressure Transducer(2)
FlowMeter(2)
Flow Control Valve(2)
Shutoff valve(2)

TOTALS

Connected
Load

132.0
3.0
14.0
0.6
3.5
14.0

0.7
2.3
3.0
14.0
14.0

Nominal
Power Draw

132.0
3.0
0.7
0.6
3.5
0.7

0.7
2.3
3.0
0.7
0.7

Power Draw at

Facility Peak

132.0
3.0
0.7
0.6
3.5
0.7

0.7
2.3
3.0
0.7
0.7

12,337.3 6,016.9 8,448.5
Efficienc_e,arebasedcavendorsupplieddsul ere typical Theseeffic_e_ieswillvaryovertheeperminghinge.
Basedon 10%lossof commnedfums_ power_d 5%lou of SSFFhousekeepingpower

Power draw at Facility peak is a summation of SSFF power drawing equipment in a mode

which will cause SSFF total power demand to be at a maximum. It is assumed that CGF and

PMZF power will never peak simultaneously; therefore, this situation exists when CGF is

operating normally at 900W and PMZF is operating at a peak of 3000W. SSFF subsystems are

assumed to be operating nominally during this peak.

These demands axe based on information provided by SSFF subsystem leads and vendor

supplied data. PCDS power estimates are based on the current PCDS design and the candidate

components described in section 3.2 and Appendix C. These estimates are typical and will cvolvc

as theSSFF system design solidifies.

Figure2-2 summaxizcs thePCDS toSSF and PCDS toSSFF interfaces.

2.2.4 Crew

SSF crew will be utilized in the installation, reconfiguration, furnace module changeout, and

maintenance relating to the SSFF PCDS.

GSE requirements for the SSFF arc TBD.
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3. CONCEPTUAL DESIGN

3.1 TRADES AND OPTIONS

To meet the requirements set forth for the SSFF PCDS, three different PCDS concepts were

considered: 1) Centralized, 2) Distributed, and 3) Hybrid. Each concept was analyzed and

evaluated with regard to the goals of the SSFF. The criteria used to evaluate each concept are as

follows:

• Complexity

• Efficiency

• Evolutionary Growth Potential

• Human Factors

• Mass

• Orbital Replacement Units

• Rack Fold Down

• Reconfigurability

• Reliability

• Subsystem Impacts

• Safety

• Volume

After consideration of each concept with regard to the criteria, a baseline concept was

selected. A description of each of the concepts with regard to the selected criteria follows.

3.1.1 Centralized Coneent

The centralized concept involves interfacing with the SSF EPS in each of the three racks,

routing the power to a centralized point in the core rack, and distributing the power to SSFF

subsystems and furnaces. It is illustrated in Figure 3-1. Power from each of the three racks would

be routed to a central location in the core rack called the Primary Power Distributor. The

distributor would either send the power on to Power Conversion modules which would convert the

power to a usable form for use by components in the facility or send it directly to the experiment

racks as 120 VDC for use by specialized components. The Power Conversion modules then send

the power to a S_ondary Power Distribution Assembly responsible for carrying the power to the

experiment racks and to the furnace heaters.

The centralized concept results in a complex PCDS core rack design and a simple PCDS

experiment rack design. Since all conditioning and primary distribution is performed in the core

rack, the experiment rack serves only as a interface location for EPS to the PCDS and the furnace

to the PCDS. This results in a large number of interrack cables since, in addition to the cabling
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routing EPS power to the core, each load requires its own dedicated power line from the core

distribution. This cabling between racks will impact efficiency. Any high current drawing

components, such as the current pulsing equipment, located in the experiment rack will have to

overcome a large amount of line losses due to the length traversed between the core and the

experiment rack.

Furnace developers designing furnaces which would increase the total SSFF power demand

above 12 kW could be accommodated by the centralized PCDS. SSFF capability would approach

24 kW (12 kW at core rack, 6 kW at each experiment rack). This power could be routed to either

of the furnace modules as required.

Crew maintenance of the experiment rack would be simplified by the centralized concept.

Since no PCDS components, besides interface points, reside in the experiment rack, little

distributed component maintenance would be required. PCDS Components would be accessible

for repair without requiring the crew to relocate test equipment, tools, and procedures during the

maintenance operations. Maintenance of the core rack requiring rack fold down, however, would

be affected. Changeout and fold down of the racks would be very difficult with the centralized

concept due to the large number of interrack cabling required between the core and the furnaces.

Interrack studies performed by Teledyne Brown indicate that the number of cables that can be

routed between racks, while meeting SSF rack fold down requirements, is limited.

The centralized PCDS would make efficient use of mass. Total system mass would be held

to a minimum since secondary distribution boxes in the experiment rack are not utilized. One

secondary distribution box would direct power to both experiment racks and to core SSFF

subsystem equipment.

All PCDS Orbital Replacement Units, excluding cable harnesses, would be contained within

the core rack. As mentioned above, secondary distribution could be performed by one assembly

rather than multiple ones. This would reduce the number of ORU changeouts required when

maintaining secondary distribution problems. Although the number of ORUs would be reduced,

the size and complexity would increase thus reducing the reliability of the ORUs and increasing the

probability of failure. Trouble-shooting failures would be simplified in a centralized scheme since

specific functions can be traced to individual boxes residing in the core rack. ORU changeout

would be impacted by the difficulty of rack fold down mentioned above.

Perhaps the greatest advantage of the centralized concept is the reconfigurability offered by

locating power conditioning in a centralized core. In the centralized scheme, conditioned power

from the core rack may be divided and routed to furnaces as their requirements deem necessary.

Theoretically, all conditioned power could be routed to a single experiment rack to drive a high

power furnace. In a distributed scheme, each furnace is power-limited by the capability of the
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conditioner residing in its rack(barring an elaborate jumper scheme to route one experiment racks

conditioned power to the other).

Under a centralized scheme, other SSFF subsystems are limited in the number of

components which could be located in the experiment rack. This restriction is attributable to limits

on the number of cables which can be routed between racks. TCS cold plate requirements and

DMS control requirements for the centralized PCDS would be reduced due to the integration of

functions into centralized assemblies. DMS would not be required to provide distributed

intelligence in the experiment rack for PCDS control, thus allowing DMS to centralize as well, and

reduce software complexity.

No safety related impacts are foreseen to be associated with the centralized PCDS other than

those normally associated with electrical power systems.

Total utilized facility volume would be reduced by a centralized PCDS due to the collapsing

of equipment functions into volume efficient assemblies. Experiment rack volume would be freed

allowing subsystem components in the rack as well as furnace peculiar equipment (FPE_. Core

rack utilized volun_ would be increased due to the location of PCDS components in the core. This

could result in an impact on SSFF core subsystems.

3.1.2 Distributed Coneent

The distributed concept takes a different approach to providing power to the racks of SSFF

and is illustrated in Figure 3-2. Power to each of the SSFF rack locations would enter and be

distributed within the rack where it is used. No interrack power distribution circuitry would exist.

In this configuration, interrack connections would be required only for control and data lines.

Each of the racks would have its own distribution equipment to provide power to the various

components in the rack. All necessary conversion of power would be accomplished in the rack

where the power is consumed.

The distributed concept results in a complex system with the complexity of the system

evident in the experiment racks as well as the core. Distributors are located in each of the three

SSFF racks. Each distributor feeds the loads in its dedicated rack only. Each distributor requires

control, increasing DMS complexity. Interrack cabling is reduced substantially, since only control

and data lines will be routed between racks.

Efficiency of the distributed system should be much increased over that of the centralized.

Since power is consumed in the rack where it enters the system, losses f_om power transmission

should be minimal.

Furnace developers designing furnaces which would increase the total SSFF power demand

above 12 kW could be accommodated by the distributed PCDS without major modifications to the

system. Theoretically, SSFF capability would approach 24 kW(12 kW at core rack, 6 kW at each

experiment rack). This added capability is misleading, however, since each rack is limited by the
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amount of power available to the rack location. For example, 12 kW capability would be available

at the core but none of this power would be available to furnace modules since no interrack power

cabling is utilized by the distributed design. This 12 kW of power would be available only to core

rack equipment.

Difficulties associated with crew maintenance of the SSFF are increased by the distributed

concept. Since components are spread among the three racks access to equipment would be more

involved. Troubleshooting would require the crew to move test equipment and tools during the

operation. Rack fold down is simplified in the distributed concept due to the low number of

intcrrack connections. Rack installation and removal is more difficult due to each rack's

requircment to be connected to and disconnected from the SSF power buses.

The distributed PCDS would increase system mass relative to the centralized concept. Total

system mass would increase since each rack contains a dedicated power distribution system.

ORU sizes would be decreased by the distributed PCDS and the number of ORUs would be

increased. Although the number of ORUs would be increased, the size and complexitywould

decrease thus improving the reliability of the individual ORU and reducing the probability of

failure. Trouble-shooting failures would be simplified in a distributed scheme since specific

functions can be isolated to a specific rack location. ORU changeout would be simplified relative

to the centralized scheme based on the ease of rack fold down mentioned above.

The greatest downfall of the distributed concept is the lack of reconfigurability offered by

dedicating power conditioning in each experiment rack. In the distributed scheme each furnace is

power-limited by the capability of the conditioners residing in its rack(barring an elaborate jumper

scheme to route one experiment racks' conditioned power to the other). In order to allow for a

wide range of furnace power requirements, extra power conditioners must be carried in the

experiment rack or added at a later date. These extra conditioners take away experiment rack

volume(which would be available for FPE) and add mass and volume to the SSFF.

In a distributed scheme, SSFF subsystems would be flee to locate components in appropriate

locations since power availability is not limited by interrack cabling. TCS cold plate requirements

and DMS control requirements for the centralized PCDS would be increased due to distribution

systems residing in each rack. DMS would be required to provide distributed intelligence in the

experiment rack for PCDS control, thus increasing DMS mass and volume as well as software

complexity.

No safety related impacts are foreseen to be associated with the distributed PCDS other than

those normally associated with electrical powea" systems.

Total utilized facility volume would be increased by a distributed PCDS due to the separate

power distribution systems within each rack and the supporting structural, DMS, TCS, and EMI

shielding components. Experiment rack volume would be used by the distributed PCDS thus
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decreasingthevolume available for FPE. Core rack SSFF utilized volume would be decreased due

to the distribution of PCDS components among the racks. This would free additional volume for

SSFF core subsystems.

3.1.3

The disadvantages associated with the centralized and distributed concepts coupled with the

tradeoffs associated with choosing one over the other lead to the consideration of a third concept.

This concept is called the Hybrid concept since it is essentially a combination of the centralized and

distributed concepts. The Hybrid concept is illustrated in Figure 3-3. The majority of the

equipment used for conditioning and distribution of power would be located in the core rack with

distributors located in each experiment rack.

The PCDS receives power from the SSF EPS only at the core rack but houses distribution

equipment in the experiment racks which can be used for future connection to the SSF power

buses. Power would be distributed from the core rack to the experiment racks after undergoing

any required conditioning. Power modules reside in the core rack in a power "bank" configm'ation

to accommodate conditioning. The module outputs are capable of being routed to each experiment

rack as needed or of being combined to power a single rack.

The hybrid concept results in a more complex design than either of the previous mentioned

concepts. Since distributors in the core feed distributors in the experiment rack, trip coordination

between distributors is very important. Also, PCDS equipment located in the experiment rack will

require control and monitoring by DMS. Since power is routed from the core to the experiment

racks interrack cabling will be necessary, although less than the pure centralized concept design.

With the hybrid concept, cabling between the core rack and experiment racks is required for the

transmission of power to heaters and to the experiment rack distributors for subsystem equipment

located in the experiment rack. This cabling between racks will impact efficiency.

Furnace developers designing furnaces which would increase the total SSFF power demand

above 12 kW could be accommodated by the hybrid PCDS with moderate modifications to the

system. By disconnecting power feeds between the core rack and the experiment rack distributor,

then feeding these distributors directly from SSF buses, SSFF capability would approach 2_4kW

(12 kW at core rack, 6 kW at each experiment rack). This additional power in the experiment

rack(for experiment rack subsystem equipment) would free power to be conditioned to drive

furnace heaters. This power could be routed to either of the furnace modules as required.

Crew maintenance of the SSFF would be required when growth of the PCDS is deemed

necessary, to connect to SSF power buses. Changeout and fold down of the racks would be

impacted by the interrack cabling required between the core and experiment racks, although not as
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severe as the centralized concept. Crew maintenance is also anticipated to reconfigure core

conditioner outputs when furnace modules are changed.

The hybrid PCDS would make efficient use of mass, although requiring more than a purely

centralized system. Secondary distribution boxes in the experiment racks would increase the total

system mass, however a smaller number of excess power converters could be carried due to the

reconfigurability of the centralized power banks.

Orbital Replacement Units, would be distributed throughout the system both in the core rack

and in the experiment racks, with the majority residing in the core. ORU reliability would be

reduced somewhat by the complexity of the system, but ORUs should be fairly accessible in each

rack. ORU changeout would be impacted by the difficulty of rack fold down mentioned above.

Trouble-shooting failures would be more difficult than in a centralized scheme.

Perhaps the greatest advantage of the hybrid concept is the reconfigurability offered by

locating power conditioning for furnace heaters in the core rack. In the hybrid scheme,

conditioned power from the core rack may be divided and routed to furnaces as their requirements

deem necessary. Theoretically, all conditioned power could be muted to a single experiment rack

to drive a high power furnace. The placement of distribution boxes in each experiment rack, which

can be fed directly from the EPS if necessary, will allow the power capability of the SSFF to

grow.

TCS cold plate requirements and DMS control requirements for the hybrid PCDS would be

increased due to the placing of PCDS components in the experiment rack. DMS would be required

to provide distributed intelligence in the experiment rack for PCDS control which increases

software complexity.

No safety related impacts are foreseen to be associated with the hybrid PCDS other than

those normally associated with electrical power systems.

Total utilized facility volume would be slightly less than the distributed concept and slightly

greater than the centralized. The majority of PCDS utilized volume would be in the core rack since

most PCDS components reside there. Experiment rack volume is freed for furnace module use by

concentrating PCDS conditioning in the core. This could result in a possible impact on SSFF core

subsystems.

3.2 SELECTED CONCEPT

3.2.1 _.fAgf.j,gli_

Of the three considered PCDS concepts it is clear, when judged by the stated criteria of

Section 3.1, that the Hybrid Concept is the design which will most accurately meet the

requirements of the SSFF. This concept offers the maximum flexibility in accommodating the

range of furnace modules listed in the SCRD.
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Based upon this selection, the PCDS baseline conceptual design is illustrated in the block

diagram in Figure 3-4. 120 VDC SSF power is brought into the facility at the core rack through

RPCMs. The RPCMs are Station provided and, after trade study results, may be replaced with a

SSFF designed power distributor. Power is routed by the Core Power Distributor which is made

up of the RPCMs and the Primary Distribution Box ( for switching of the Core Power Conditioner

Modules). It is from the Core Power Distributor that power is distributed to core rack equipment,

and to the Core Junction Boxes for routing to experiment racks. The Core Power Conditioner is

composed of seventy-two, I00 W, controllable power modules which power the furnace heaters.

Each module converts 120 VDC to an analog output of 0-12 VDC. Each module will be feedback

controlled by the DMS, dependent on furnace temperature requirements. The outputs from the

Core Power Conditioner are fed to the Core Junction Boxes. The Core Junction Boxes configure

power module outputs depending on furnace needs. It is here that module outputs will be stacked

in series in order to accommodate various furnace heaters. The Core Junction Boxes will be

reconfigurable(by crew or ORU changeou0 in order to change module outputs to accommodate

furnace needs. In addition to module outputs, any other feeds (120 VDC) which must terminate in

experiment racks will be routed by the Core Junction Boxes. Power will be routed by wiring

harnesses between the Core Junction Boxes and the Furnace Junction Boxes. All power lines to

experiment racks will be accommodated by 4 connectors to each experiment rack. In each

experiment rack resides a Furnace Junction Box. This assembly houses voltage and current

sensors for heater power monitoring and provides the interface to which user furnaces plug. This

assembly will also route power to the Furnace Power Distributor(FPD), which serves the same

function in the experiment rack as the Core Power Distributor in the core rack, and will be a SSFF

designed component. Scarring will be placed in the experiment rack so that SSF 120 VDC power

may enter the SSFF at the experiment rack when growth of the SSFF dictates a need for additional

power feeds from SSF.

3.2.2 Com nonent._ Deserintions

Table 3-1 lists the components of the PCDS. Each component is assigned to an assembly

and an assembly number. This number corresponds to those detailed in Figure 3-4. Appendix C

contains detailed specification sheets for typical components meeting the requirements of the

current conceptual design.

3.2.2.1 Core Power Distributor. ]unction Boxe.q-Power Distribution for the SSFF is

accomplished through the use of SSF provided RPCMs (or similar equipment) in conjunction with

the Primary Distribution Box(PDB). Distribution within the core is provided by two RPDAs

(which will accommodate at least one Type V hybrid RPCM each, two each if needed) in

conjunction with the SSFF designed PDB. Distribution in each experiment rack will be provided

by the Furnace Power Distributor(FPD), a SSFF designed box similar in function to the RPCM.
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PCDS-001

PCDS-002

PCDS-003

PCDS-004

TABLE 3-1. PCDS COMPONENTS LIST

ASSEMBLY

Core Power

DIS_tor(CPD)

Core Power
Conditioner

Core Junction Box-A

(CJ_A)

Core JunctionBox-B

(CJB-B)

ID#

PCDS-001-001

SUBCOMPONENTS

Remote Power
Distribution Assembly
(RPDA-A)

PCDS-001-002

PCDS-001-003

PCDS-001-004

PCDS-001-005

PCDS-002-001
to 036

PCDS-002-037
to 072

Remote Pow_
Distribution

Assembly-B (RPDA-
B)

Primary Distribution
Box(PDB)

Voltage/Cmrem
seasx package

CPC Bank A

_CPC Bank B

DESCRIPTION

Receives 120 VDC power from SSF
Bus A and distributes to subsystem
equipment associated with operation
of furnace module #1. Distributes
other feeds as needed. Accommodates
I or 2 RPCMs.

Receives 120 VDC power from SSF
Bus B and distributes to subsystem
¢xluiix_nt associated with operation
of f tmm_ module #2. Distributes
¢xtmr fet_ as needed. Accommodates
1 or :2 RPCMs.

Receives120 VDC powe_ fi'om

RPDA-A & B Distributespower to

power modules inCPC. Switches
each module on/off.

Monitors power fed to RPDA-A
from SSF Bus A.

Monitors power fed to RPDA-B

fzom SSF Bus B.

Condition power for furnace heater
dements, individually or stacked in
series. Composed of 36, I00 w
modules.

Condition power for furnace hcawx
elements, individually or stacked in
series. Composed of 36, I00 w
modules.

Routes power to experiment racks
depending on fmnac_ requirements.
May be reconfig_plac.ed. Easily
accessfole.

Routes power to experiment racks

dependingon furnacerequirements.

May be rcconfigurcd/rcplace_Easily
acce_ble.
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TABLE 3-1. PCDS COMPONENTS LIST (Continued)

PCDS-005

PCDS-006

PCDS-007

PCDS-008

PCDS-009

PCDS-010

PCDS-O11

ASSEMBLY ID# S_COMPONEm'S

Furnace Power

Disu'ibutor- 1 (FPD-
1)

i Furnace Power

Disgibutor-2 (FPD-
2)

Furnace Junction

Box-I (FJB-I)

Furnace Junction

Box-_-2)

Current Pulser-1

(CP-1)

Current Pulsex-2

(CP-2)

Essentials Power
Supply (EP)

_DS_5_I

PCDS-005-(X)2

PCDS-006-_I

PCDS-006-002

PCDS-007

PCDS-007-001

PCDS-008

_DS_8_I

FPD-I

Vollage/Curre.,nt
Sensor l_ka_

FPD-2

FJB-1

Voltage/C'urrent

Sensors(32 pairs)

FIB-2

VoltageK'unmt
Sensors02 pairs)

DESCRIPTION

Distributes 120 VDC power to
experiment rack equipment

Monitors power fed to FPD-1

Distributes 120 VDC power to
extent rack equipmenL

Monitors power fed to FPD-2

Pmvidcs intezface for fumace

connection. Also houses power
monitoring equipment-
current/voltage sensors.

Monitor heater power being delivered
by PCDS to furnace module #1.
Used as control parametex for power
modules.

Provides interface for furnace

connection. Also houses power
monitoring etluJpment-
_t/voltag¢ sensors.

Monitor heater powex being delivered
by PCDS to furnace module #2.
Used as control parameter for power
modules.

Includes all elecUrmics required to
dsliver current pulse to furnace
module #1 as stated in SCRD.

Concept determined by detailed
design(phaseC/D).

Includes all electronics required to
deliver current pulse to furnace
module #2 as stated in SCRD.

Concept detexmin_ by detailed
_ C/D).

Provides Electrical isolation betw_n

feeds where 2 buses are tied together
for sat-rag power. Composed of 2
DC-DC converters and RPCs for

switching of loads.
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TABLE 3-1. PCDS COMPONENTS LIST (Continued)

PCDS-012

PCDS-013

ASSEMBLY

Essentials Power

Supply

Essentials Power

Supply

ID# SUBCOMPONENTS DESCRIPTION

Provides Electrical isolation between

feeds where 2 buses are tied together
for essentials power. Composed of 3
DC-DC converters and RPCs for

switching of loads. 2 converters for
sating power, 1 for utility 28 VDC
for FPE.

Provides Elccuical isolation between

feeds where 2 buses are tied together
for essentials power. Composed of 3
DC-DC conveners and RPCs for

switching of loads. 2 converters for
sating power, 1 for utility 7.8 VDC
for FPE.

Core Junction Boxes will route power from the core to the experiment racks. Furnace Junction

Boxes will serve as interface panels for furnace heaters, as well as route power from the core to the

FPD for distribution to distributed core subsystem equipment. Figure 3-5 illustrates SSF provided

RPDAs.

Since SSF does not provide a dedicated essentials bus to 12 kW racks, all equipment

essential for safe shutdown will be powered by tying Buses A and B together. This will ensure

that ff one bus is lost, the other may be used to shutdown the fadlity. The SSF Electrical Power

Specifications and Standards SSP30482 require that 1 Mf2 of electrical isolation be maintained

between buses at all points throughout the payloads electrical system. To meet this requirement,

the SSFF PCDS will assign loads to either one bus or the other. Bus A will power equipment

necessary to maintain normal operations of furnace #1 while Bus B will power equipment

necessary to maintain normal operations of furnace #2. Equipment which must be powered to

accomplish safe shutdown and equipment which must be powered to maintain normal operations

of either of the furnace modules will combine one feed from each of the buses. This will be

accomplished through the use of transformer coupled power supplies, break-then-make switches,

or battery packs. The results of a detailed trade study will determine which method is the most

appropriate. Redundant components within subsystems will be fed from separate buses. The

division of equipment between buses and the coupling methods determined by trade study will

ensure that 1 M_ isolation is maintained between the buses at all points throughout the system.

Figure 3-6 illustrates an example of how SSFF loads will be divided between buses. These load

assignments are based on the current SSFF subsystem concepts. The current PCDS concept uses
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FIGURE 3-5. SSF PROVIDED REMOTE POWER DISTRIBUTION ASSEMBLY
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DC-DC power supplies to tie Bus A and Bus B together in an Essentials Power Supply located in

each rack.

By assigning furnace module #1 to Bus A and furnace module #2 to Bus B, SSFF operations

can be ensured (on a limited level) when one bus's capabilities are reduced due to extreme loading.

For example, if Bus B could not meet demand, SSF DMS may request non-essential users of Bus

B to scale back usage. SSFF could then discontinue operations of furnace module #2 and use only

Bus A while continuing normal operations of furnace module #1.

The Primary Distribution Box which feeds the Core Power Conditioner is necessary to

provide independent energizing of each of the 72 power modules. Although, an input signal from

DMS will determine each modules output, a closed switch on the input power side of the module,

even when the output is 0 VDC will cause some consumption in the internal circuit. It is,therefore,

desirable to have the capability to energize only those modules which will be required for furnace

operations. Also, to prevent a single module failure from impacting the entire bank, individual

switching is necessary for circuit protection. The switches used to perform this energizingwill be

housed in either one or two distribution boxes (one will be adequate if the necessary isolation can

be maintained between switches fed from Bus A and switches fed from Bus B). These solid state

switches will be fed from the appropriate RPCM feeds and will be controlled by SSFF DMS.

Seventy-two switches will be housed to perform the on/off control of the modules, with necessary

space reserved for the addition of power modules for future growth. The Primary Distribution

Box is illustrated in Figure 3-7.

The functions of the RPCMs and Primary Distribution Box may be more efficiently accomplished

by a single distribution box designed by SSFF. This determination will be left to a detailed trade

analysis of such a design versus the SSF provided RPCMs.

Power to the experiment racks will be routed via the Core Junction Boxes. These junction

boxes will route power to the furnace heaters, as well as 120 VDC utility power for use by the

furnace module, and power used by distributed core subsystem equipment. Each box will be

recortfigurable so that CPC power may be redirected to either furnace module #1 or #2. A Core

Junction Box is illustrated in Figure 3-8.

Inside each experiment rack a Furnace Junction Box will serve as an interface point for

furnace heater elements. The Furnace Junction Box will also serve as an interface for any 120

VDC utility power needed, and will route power to the FPD for subsystem use. The FPD will be a

SSFF designed distribution box which will be similar in function to the SSF RPCM. The switches

of this box will be trip coordinated with those of the core rack RPCM. The Furnace Junction Box

and Furnace Power Distributor are illustrated in Figures 3-9 and 3-10 respectively. An example of

how loads in the experiment rack will be assigned feeds from the FPD is shown in Figure 3-11.
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NOTE: DIMENSIONS IN CENTIMETERS (in.)

FIGURE 3-7. PRIMARY DISTRIBUTION BOX PACKAGING CONCEPT

3-18



320RPT0008

20.3

(3.875) __ "_
NOTE: DIMENSIONS IN CENTIMETERS (in.)

FIGURE 3-8. CORE JUNCTION BOX PACKAGING CONCEPT
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FIGURE 3-9. FURNACE JUNCTION BOX PACKAGING CONCEPT
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FIGURE 3-10. FURNACE POWER DISTRIBUTOR PACKAGING CONCEPT
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120 VDC Feed from
Furnace Junction Box

Furnace Power
Distributor
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FIGURE 3-11. FURNACE POWER DISTRIBUTOR TYPICAL LOAD ASSIGNMENTS
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3.2.2.2 Core Power Conditioner-The Core Power Conditioner provides power to the

furnace heater elements. The CPC is composed of two banks of 36, 100 W, DC-DC power

converter modules. A CPC Bank is illustrated in Figure 3-12. Each module is independently

controlled/monitored and will output a voltage of 0-12 VDC (up to 20 A) when receiving an input

of 120 VDC. By using banks of independently controlled modules, flexibility to power various

types of furnace heaters is provided. Although the number of modules was determined based on

the needs of CGF and PMZF (see Appendix B), all 72 modules may be reconfigured by the Core

Junction Boxes to accommodate a wide range of furnaces. Modules can power a heater element

each, for example, giving the capability to power a 72 zone furnace comprised of 100 W per zone.

Module outputs may also be connected in series at the Core Junction Boxes so that a furnace with a

low number of high power zones may be accommodated. This is illustrated in Figure 3-13.

Voltage source, current limited, power modules were selected for several reasons. High

current, low voltage, modules would require much larger line sizes routed from modules to

experiment racks, thus limiting (if not preventing) the ability to interrack connect and increasing

inefficiencies associated with transmission losses. Furnace developers are limited in the size of

wire which can be accommodated in heater elements, thus physically current limiting the heaters (A

typical maximum approaching 20 A). By using voltage sources, PCDS can accommodate heaters

as small as 6 VDC at 20 A (120 watts) or heaters in the range of 60 VDC at 20 A (1200 watts).

3.2.2.3 Essentials Power Sun_nlie.q - Esselltials power is accomplished by an Essentials

Power SupplyfEP) located in each of the SSFF racks. The Essentials Power Supply is illustrated

in Figure 3-14. Each EP consists of 2 DC-DC converters which are fed from Bus A and Bus

B(via RPCM-A or RPCM-B). These supplies and their accompanying electronics will ensure that

1 Mega Ohm of isolation will be maintained between buses at all times. Diode coupling each

converter will allow the Essentials Power Supply to provide a continuous feed to essential DMS

equipment when at least 1 bus is delivering adequate power. Converters in the current concept will

take 120 VDC power and convert it to 28 VDC to feed DMS components. In addition to essential

equipment, any equipment requiring 28 VDC will be fed from the EP. This converted power will

be applied by RPCs residing in the supply. Each of the essentials power supplies located in the

experiment racks contain an additional 120/28 VDC converter for feeding furnace peculiar

equipment.

The results of a detailed engineering analysis and trade study on essentials power will

determine whether essentials power might be better served with a 1 to 1 conversion box or with a

break-then-make smart switching box.

3.2.2.4 Current Pulsin_ Eauinment - Equipment required to provide current pulsing

capability to each furnace will be located in each experiment rack. After detailed design has

determined the design requirements of equipment necessary to provide the pulse (as outlined in the
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FIGURE 3-14. ESSENTIALS POWER SUPPLY PACKAGING CONCEPT
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Science Capabilities Requirements Document), channels on the FPD will be dedicated to providing

power to the current pulsing equipment. The current PCDS concept uses placeholder envelope

dimensions and resource requirements based on estimates and the time averaged power

requirement listed in the SCRD.

The packaged PCDS components axe shown integrated into the SSFF core and experiment

racks in Figures 3-15 and 3-16 respectively.

3.3 SAFETY

The SSFF PCDS will address safety in two areas. I) Safe shutdown of the SSFF and 2)

Protection of internal SSFF subsystems from internal failures.

The PCDS will support safe shutdown of the SFFF subsystems by providing an essentials

power supply in each rack. The essentials power supply combines two independent feeds

originating from SSF EPS while maintaining all the required isolation and protection requirements.

This power supply will provide power to any equipment necessary for the safe shutdown of the

SSFF. Since it is assumed that at no time will both SSF buses be lost simultaneously, the

essentials power supply will ensure that safmg power is at all times available to essential shutdown

equipment.

The PCDS will protect SSFF equipment from internal failures through circuit protection.

Current limited switches will isolate failed equipment from other healthy equipment on the power

distribution network. This will prevent a single failure from impacting the entire facility

electrically. Status indicators on switches will notify DMS when components have been tripped

off the network so that appropriate action can be initiated.

No safety related impacts are foreseen to be generated by the baseline PCDS concept other than

those normally associated with electrical power systems.
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FIGURE 3-15. PCDS INTEGRATED CORE RACK COMPONENTS
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FIGURE 3-16. PCDS INTEGRATED EXPERIMENT RACK COMPONENTS

3-29





320RPT0008

4. RESOURCE REQUIREMENTS

4.1 POWER

Power consumed by the PCDS is due to equipment inefficiencies plus power required for

sensors and biasing of electronics. Table 4-1 details the power consumption of the PCDS during

the peak draw of the SSFF as detailed in Table 2-2.

TABLE 4-1. PCDS POWER CONSUMPTION

COMPONENT

Centralized Eouioment

RPCM(2)
Primary Distribution Box
Core Power Conditioner

Essentials Power Supply
Voltage/Current Sensor(4)
Line & Connector Loss

Distributed Eouipment
Furnace Power Distributor(2)

Essentials Power Supply(2)
Current Pulser(2)
Voltage/Current Sensor(132)
Line & Connector Loss

TOTAL

POWER CONSUMPTION

(watts)

37.4
73.9

1300.0
205.3
4.0

290.4

37.4
180.7
80.0
132.0
348.7

2,689.8

4.2 MA.S_

Mass for the PCDS design is estimated in Table 4-2.

4.3 VOLUME

Volume for the PCDS design is estimated in Table 4-3.

4.4 HEAT REJECTION

Since power consumption associated with the PCDS is due primarily to equipment

inefficiencies, heat rejected by the PCDS is assumed to be 100% of the power listed in Table 4-1.

4.5

The DMS requirements of the PCDS are detailed in Table 4-4.
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TABLE 4-2. PCDS MASS ESTIMATES

Ccatralized Eauimnent
Core Power Distributor

RPCM(2)
Primary Distribution Box

Core Power Conditioner

Core Junction Boxes(2)
Essentials Power Supply
Voltage/Cmrent Sensor(4)
Line & Connector

kg

20.9

47.2
38.2
3.2
2.0
11.3

lbs

45.98

103.84
84.04
7.04
4.4

24.86

Subtotal 122.8 270.2

Dism'buted Equipment
Furnace Junction Box(2)
Furnace Power Distn'butor(2)
Essentials Power Supply(2)
Current Polsev(2)
Voltage_urrent Sensor(132)
Line & Connectors

19.1
14.5
6.4
27.2
66.0
7.7

42.02
31.9
14.08
59.84
145.2
16.94

Subtotal 140.9 310

Total Mass 263.7 580
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TABLE 4-3. PCDS VOLUME ESTIMATES

COMPONENTS

Centralized Equipment"
Core Pwr Distributor (CPD)

-RPCMs
-Primary Distribution Box

Core Power Conditioner (CK_)
Core J'unctBox-A (CAB-A)
Core Junct Box-B (CJB-B)
Essentials Power Supply
Voltage/Current Sensors*
Line & Connectors

Distributed Equipment"
CurrentPulser
Furnace Pwr Dist. (FPD)
Furnace Junction Box (FJB)
Essentials Power Supplies
Voltage/Current Sensors*
Line & Connectors

*Sensors housed within PCDS boxes.

Total

m3 ft. 3

0.047 1.674
0.029 1.009
0.122 4.313
0.004 O.126
0.004 0.126
0.018 0.626
0,000 0.000
0.003 0.060

Subtotal 0.227 7.934

O.180 6.460
0.008 0.273
0.016 0.554
0.035 1.252
0.000 0.000
0.002 0.080

Subtotal 0.241 8.619

0.468 16.553Volume
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TABLE 4-4. DMS INTERFACES

COMPONENT
ID

PCDS-001-001

PCDS-001-002

PCDS-001-003

NOMENCLATURE

RPCM A

RPCMB

OUTPUTS

18

18

Primary Distribution Box 72

TYPE

serial

serial

INPUTS TYPE

18 serial

18 serial

72 serial
72 excitation

2 excitation

2 excitation

36 serial

36 serial

15 serial

2 excitation

15 serial

2 excitation

64 excitation

64 excitation

PCDS-O01-004

PCDS-001-005

PCDS-002-001
to 036

Volta/_/Curr_t Sensor

Volta_Current Sensor

Cca'e Power Conditioner Bank A

2

2

36 serial

PCDS-002-037 Core Power Conditioner Bank B 36
tO 072

PCDS-005-001 Fm'nac_ Power DisWibutor 1 15 serial

PCDS-005-002 2

PCDS-O06-_I

PCDS-006-002

PCDS-007-001

PCDS-008-O01

VoltageatCm'r_t Sensor

Furna_ Power Distributor 2

Voltase/Current Sensor

Voltage/Current Sensors

Voltage/Current Sensors

Current Pulser

Current Pulser

15

2

64

64

TBD

TBD

analog

serial

malo 8

analog

analog

TBD

TBD

TBD

TBD

TBD

TBD

PCDS-009

PCDS-010
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4.6

The PCDS components will require adequate mounting structures within the racks for all

components to survive flight and ground handling loads.

4.7 OTHERS

No other resource requirements are identified at this time.
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5. ISSUES AND CONCERNS

Current Pulsing. Accommodation of the SCRD requirements for current pulsing to each
furnace module will require a detailed design analysis based on the specific sample properties
and sample cartridge characteristics. This information was not available for the conceptual
study detailed in this report.

Sating Power. SSF requires that payloads be able to safe the system at all times. Since SSFF
PCDS depends on both 6 kW buses for normal operations, loss of either bus would eliminate
essentials power thus requiring initiation of safe shutdown. This could severely limit the
operations of the SSFF if bus drop out is firequent.

Electrical I_olation. The SSF requirement to provide 1 M,O isolation between buses when
tying them together impacts PCDS design. The current baseline addresses this by combining
feeds in an essentials power supply. Each feed is connected to a DC-DC converter which
electrically isolates the feed from the downstream side of the converter, The 2 outputs of the
converters are electrically tied together to power DMS equipment required for safe shutdown.
Pending results _)f analysis this may or may not be an acceptable approach for meeting the
isolation requirement.
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APPENDIX A
TRADES AND ANALYSES

The PCDS Conceptual Design Report has highlighted the following areas where additional

engineering trades and analysis are needed in order to obtain an optimum PCDS concept.

• Current Pulsing

Detailed analysis required to identify a feasible concept which will meet the requirements
listed in the Science Capabilities Requirements Document(SCRD) for SSFF current
pulsing.

• Electrical Isolation

Trade study required to identify most appropriate method of maintaining electrical
isolation between SSF power buses(battery packs, transformer coupling, smart switching
etc.)

• Switching Network

Trade study required to compare the reconfigurable junction boxes to an active switching
network. Although several disadvantages of an active switching network are
obvious(requirement for 20 amp relays, EMI shielding requirements, additional software
complexity for control) a more indepth trade study should be conducted to weigh the
advantages and disadvantages of each design.

• Core Power Distributor

Analysis to determine the feasibility of using SSF provide RPCMs vs. a SSFF designed
distributor. Based on the current concept RPCMs will require a distribution box
complement to provide all the required load switching for the PCDS. This analysis will
determine if the distribution of power within SSFF can be accommodated more
effectively with a SSFF designed box combining the functions of the RPCMs and the
distribution box complement.

j
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APPENDIX B

CORE POWER CONDITIONER CALCULATIONS

Assumptions

• Power modules rated at 100W each.

• SSFF must have capability to drive furnace heaters to 100%.

• Requirements based on Table 2-1.

CGF

Hot Guard

Hot Main

Hot Main Redundant

Booster Heater

Cold Main

Cold Main Redundant

Cold Guard

TOTAL

MAX POWER # MODULES

REQUIRED

250

900

900

500

500

600

250

3

9

9

3900

5

5

6

3

40

PMZF

MAX POWER # HEATERS

3000 32

WATFS/HEATER # MOD REQ'D

94 32

Total of 72 100W power modules needed.

. r

_r
v
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APPENDIX C

POWER CONDITIONING AND DISTRIBUTION SUBSYSTEM

COMPONENT SPECIFICATION SHEETS



Component Specification Sheet
SSFF PCDS-001-001 an 002

Assembly:
Component ID #:

Nomenclature:

Description:

Qty.

Core Power Distributor
PCDS-001-001 and 002

Remote Power Distribution Assembly (RPDA)
These assemblies accomodate a Remote Power Controller

Module which distributes 120 VDC power to SSFF
equipment. The RPDAs & RPCMs axe SSF provided. Each

type V hybrid RPCM composed of 18 solid state power
controllers(16, 3.5 amp switches and 2, 12 amp switches)
controlled by a 1553 data bus. These controllers will switch

power on/off to components upon receiving the appropriate
command from DMS. One RPCM is connected to bus A and
the other to bus B.

2 RPDAs each accomodating a type V hybrid RI_M.

Typical Characteristics

Input Voltage: 120 VDC
Output Voltage: 120 VDC

Power Delivered: Each RPCM will average a peak power delivery of 3 kW

Efficiency: Typically 99%.
Volume: .047 m3

Mass: 7.05 Kg

__jr
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Component Specification Sheet
SSFF PCDS-001-003

Assembly:
Component ID #:

Nomenclature:

Description:

Qty.

Core Power Distributor

PCDS-001-003

Primary Distribution Box

This box distributes 120 VDC power to the Core Power Conditioner Banks.
The box is composed of 72 solid state power controllers.
These controllers will switch power on/off to power modules

upon receiving the appropriate command from DMS.

1 Box composed of 72 power controllers

Typical Characteristics
Input Voltage: 120 VI_

Output Voltage: 120 VDC

Power Delivered: Controllers will be required to deliver a maximum of 150W ca. at 120 VDC

Efficiency: Typically 99.5% base on component power requirements
Volume: .029 m3

Mass: 6.8 Kg

c3



Assembly:
ComponentID #:

Nomenclature:

Description:

Qty.

Component Specification Sheet
SSFF PCDS-001-004 and 005

SSFF PCDS-005-002 and 006-002

SSFF PCDS-007-001 and 008-001

Various

PCDS-001-004/005,005-002, 006-002,007-001,008-001

Voltage/Om_nt SensorPackage

These sensors will be used to monitor power draw into the

facility.A currentand voltagesensorwillmonitoreach feed

intotheRPCMs. Currentand Voltagesensorsresidinginthe

furnacejunctionboxes willmonitorpower deliveredtothe

furnaces.Sensorswillmonitorpower fedintotheFurnace

power distributor.
136 totalsensors

Typical Characteristics

Input Voltage: + 5 VDC
Output Voltage: _ VDC

Power Delivered: 0 (used for monitoring/conlxol)

Efficiency: Typically 99.5%
Volume: Housed in existing PCDS assemblies.

Mass: Includedinhousingassembly.

C4



Component Specification Sheet
SSFF PCDS-002-001 to 072

Assembly: Core Power Conditioner
Component ID #: PCDS-002-001 to 072

Nomenclature: Furnace Power Modules

Description: The furnace power modules take an input of 120 VI_ and
provide a variable voltage output to furnace heater elements.

Modules are controlled by a trim signal from DMS. Modules

will be configured in 2 CPC banks to allow maximum fiexibility and
configurab'flity to a given furnace.

Qty. 72 modules in 2 banks

Typical Characteristics

Input Voltage: 120 VDC
Output Voltage: 0-12 VDC

Power Delivered: 100 W per module max(200 W module derated 50% for flight qual)
Efficiency: 70% to 80%

Mass: 6 ounces each module, 47.2 Kg each bank.
Volume: 90.46 cm3 for each module. Each bank is .122 m3.

C5



Component Specification Sheet

SSFF PCDS-003 and 004

Assembly:
Component ID #:

Nomenclature:

Description:

Core Junction Box A & B

PCDS-003 and 004

Each junction box will take the inputs from the Core Power
Conditioner banks and route them to the applicable furnace

depending on its configuration. Typically 40 of the inputs will

be routed to CGF while 32 inputs are routed to PMZF. These

junction boxes will be reconfiguarble and easily accessable so that
they may be replaced or re.configured to meet additional furnace
schemes. Each box will be fabricated in house.

Qty. 2 Boxes each composed of high power circuit boards and

connectors suitable for routing the above stated inputs/outputs

Typical Characteristics

Input Voltage: 12 VDC max each module input
Output Voltage:

Power Delivered:

Efficiency:

Mass:

Volume:

108 VDC max for 9 modules stacked

1333 W nominal, 4444 W max *
Effeciency for CJB is accounted for in line and connector loss

calc assumed to be approximately 90% eft
19.1 kg each
.004 m3 each

* Based on nominal CGF power of 900 w and max PMZF power of 3000
W plus losses for conversion of 75% eft and line loss of 90% eft

-,..a-
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ComponentSpecificationSheet
SSFFPCDS-005-001,006-001

Assembly:
ComponentID #:

Nomenclature:

Description:

Furnace Power Distributor 1 & 2

PCDS-005-001,006-001

This box distributes 120'VDC power to experiment rack
equipment. The box is composed of 15 solid state power

controUers. These controllers will switch power on/off to
furnace rack components upon receiving the appropriate
command from DMS. Will also be scarred for connection to

SSF bus.

Qty. Ea. Box composed of 15 power controllers

Typical Characteristics

Input Voltage: 120 VDC
Output Voltage: 120 VEX2

Power Delivered: Each FPD will deleiver up to 6.19 A at 120 VDC (743 w max)

Efficiency: Typically 99.1% base on component power requirements
Volume: .004 m3

Mass: 7.25 Kg
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Component Specification Sheet
SSFF PCDS-007 and 008

Assembly:
Component ID #:

Nomenclature:

Description:

Qty.

Furnace Junction Box

PCDS-007 and 008

These junction boxes will provide an interface to which the furnace power
leads may connect. It will also provide housing for voltage and current
sensors. Configuration dependent on furnace type. Each will
be fabricated in house.

1 Box in each furnace rack (total of 2) composed of connectors and terminal
blocks.

Typical Characteristics

Input Voltage: each input will be variable VDC
Output Voltage: each output will be variable VDC

Power Delivered: CGF 900 W nominal, 2100 W max, PMZF 1200 W nominal, 3000 W max.
Efficiency: Effeciency is acounted for in line and connector loss calc

assumed to be 90% eft

Mass: 9.6 kg each
Volume: .008 m3
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ComponentSpecificationSheet
SSFFPCDS-009and010

Assembly: Current Pulser
Component ID #: PCDS-009 and 010

Nomenclature:

Description: The current pulsers are of a TBD design. They consist of all the electronics
neccessary to provide the current pulsing capabilities listed in the SCRD.
Each box will be fabricated in house.

Qty. 1 Box in each furnace rack (total of 2)

Typical Characteristics

Input Voltage: 120 VDC
Output Voltage: TBD

Power Delivered: 40W time averaged.
Efficiency: TBD

Mass: TBD

Volume: .09 m3 (place holder).
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Component Specification Sheet

SSFF PCDS-011, 012, 013

Assembly:
Component ID #:

Nomenclature:

Description:

Qty.

Essentials Power Supply
PCDS-011,012 and 013

Each essentials power supply powers DMS components
neccessary for safe shutdown of SSFF and any 28 VDC DMS
components. Each supply is composed of 2, 120/28 VDC

converters, each fed by an opposite SSF bus. These

converters maintain the required electrical isolation betwen the
buses. A third 120/28 VDC converter resides in each of the

supplies in the experiment racks. This converter provides 28
VDC utility power for any experiment rack FPE.

1 per rack

Typical Characteristics

Input Voltage: 120 VDC
Output Voltage: 28 VDC

Power Delivered: core rack supply delivers 616 W max, each furnace supply
271 W max (excluding FPE)

Efficiency: 75%

Mass: 3.2 Kg each
Volume: .018 m3
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EXECUTIVE SUMMARY

The Space Station Furnace Facility (SSFF) will be a payload for use on Space Station

Freedom for the processing of metals in a microgravity environment. This will be to reduce the

effects of convective flows around the hot/cold interface during processing of the material. It is

hoped that this processing will produce more homogeneous crystallization of materials and samples

that can reveal knowledge of the materials (that might not be able to be produced in a one gravity

environment).

The SSFF will be a three rack facility for Space Station Freedom which will utilized for

conducting experiments in the US-Lab module. The first rack (or Core Rack) will contain the

general utilities needed by the furnaces for the processing of materials, such as: power switching

and control; gas distribution; thermal dissipation control; and major SSFF DMS computer services

(such as Space Station interface, data monitoring, processing, storage, and transmission). The

other two experiment racks will contain the furnaces to be utilized in the facility, and will be setup

so that either one or two experiment racks can be implemented (for a modular approach). These

experiment racks will also contain the specialized monitoring/control units and the majority of the

Mission Peculiar Equipment (MPE) needed by the furnaces.

The SSFF Data Management Subsystem (of which this concept report deals) is the portion of

the design which will contain the electronics for control and monitoring of sub-systems associated

with furnace operation such as: the Thermal Control System, the Power Distribution system, the

Power Conditioning System, and the Gas Distribution System. In addition to these tasks, the

system will also directly monitor the furnaces for ascertaining temperature via thermocouple inputs

(and other sensors), control translation (i.e. movement of the relative sample position to the

hot/cold zones), video camera position/focus and processing of video data, control other

actuators/effectors for the furnace, provide a communications media for the facility, store digitized

experiment and video data, and provide an interface to Space Station Freedom DMS.

In support of the Core rack, Experiment rack, Experiment rack concept, the SSFF will house

most of the SSFF DMS equipment in the Core Facility. This core equipment will consist of the

Core Control Unit (for the control, processing, and interfacing to SSF and SSFF DMS

communications buses), the Core Monitor and Control Unit (for the monitoring and control of core

Thermal Control System, Gas Distribution System, and Power Conditioning and Distribution

components), the Video Processor (to acquire/digitize/process video data), the Crew Interface Unit

(for crew input and video display), and the High Density Recorder (which will store digitized

experimental and video data). The Experiment racks will each contain a control system consisting

of an Furnace Control Unit (FCU) and an Furnace Actuator Unit (FAU) which will monitor and

collect data from the furnaces in each rack and provide control stimulus as needed for the

ii



320RPT0008

positioning of samples, and also for video camera control. In addition, core components from

other SSFF subsystems will be monitored in each of the experiment rack by a Distributed Core

Monitor Unit (DCMU).

This document details the conceptual design of the Space Station Furnace Facility Data

Management Subsystem. This report includes a description of the requirements, an overaU DMS

concept, and descriptions of the individual DMS hardware and software components necessary to

perform the SSFF DMS tasks. DMS configuration areas and components that require further

analysisand/ortradestobe performed arcidentifiedinAppendix A.

...
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1.1 SCOPE AND PURPOSE

The scope and purpose of this report is to present the Space Station Furnace Facility Data

Management Sub-System (SSFF DMS) requirements, and the baseline design concept developed

that meets those requirements. The report includes a description of the requirements, an overall

DMS concept, and descriptions of the individual DMS hardware and software components

necessary to perform the SSFF DMS tasks. DMS configuration areas and components that require

further analysis and/or trades to be performed are identified in Appendix A.

The task of requirements definition and design concept development was performed by the

Teledyne Brown Engineering Advanced Programs Division through Marshall Space Flight Center

for the National Aeronautics and Space Administration (NASA).

1.2 GROUNDRIILES & ASSUMPTIONS

The following is a list of groundrules and assumptions that were used in the concept

development of the SSFF DMS.

.

*

*

o

°

The DMS interface to the Space Station Freedom (SSF) will be based on DMS
Architectural Control Drawing (ACD) Revision D dated July 1,1991 and the Payload
Interface Requirements Document (IRD).

To the extent possible Mission Peculiar Equipment (MPE) will be located in the furnace
rack portion of the Furnace Facilities.

Assume reasonable access to the SSF and to the Telemetry Data Relay Satellite System

(TDRSS) Ku-Band by the Payloads

Assume transmission of high resolution video can be up to 5 minutes an orbit, rate not to
exceed 43 Megabits per second including overhead.

Video frame rate and resolution will be limited such that the data generation without
compression does not exceed 1300 Megabits per orbit.
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2.1 GENERAL DMS REOUIREMENTS

The SSFF DMS will meet the requirements identified in documents DR-7, Function and

Performance Specifications for Space Station Furnace Facility, the SSFF Capability Requirements

Document, and those requirements derived from analysis of the SSFF operations and furnace

facility mission sets.

These requirements include the following functions: monitor and control of SSFF

subsystems and furnace facilities; performance of Built-in-Test (BIT); data monitoring/processing/

storage and retrieval; interface to the SSFF DMS functions, subsystems, and services; human

interfaces (keyboard and display); Ground Support Equipment (GSE) interfaces; and video

acquisition, distribution, and processing.

2.2 DMS INTERFACE REOUIREMENTS

This section details the different interface requirements that the SSFF DMS must service.

Figure 2.2-1 shows these interfaces.

2.2.1 i_...J[JllgY.fgg_

The SSFF DMS will provide the capabilities to interface to the SSF for commands/services

and transmission of data to ground. The link will be compatible with either the SSF MIL-STD-

1553 BUS or the payload Fiber Distributed Data Interface (FDDI). These interfaces will conform

to SSF protocols (as serviced by SDP-7) for compatability with Space Station Freedom standards.

The SSFF DMS will provide a HRDL interface to the SSF patch panel to accommodate

transfer of high rate data up to 43 Mbits/see (as allowed by the maximum usable bandwidth of the

TRDSS downlink). This interface will be the primary method for the transmission of collected

data (by the SSFF) to the Ground. The HRDL interface will be as specified by the Space Station

Freedom Document SSP XXXXXXX which will allocate a specified amount (TBD) of the

available bandwidth of the TDRSS downlink to the SSFF. It is understood that if the SSFF is not

transmitting data, it will be required to conform to HRDL protocols and support the HRDL format

as necessary (such as the inclusion of "filler" bits into the data stream).

The DMS will provide a video system interface to transmit SSFF experimental data to Space

Station Freedom via the SSF HRDL or SSF Video Services (in analog NTSC format) Interface for

use aboard Space Station Freedom, or for digitization and transmission to Ground by Space

Station Freedom Video Services.

2-1
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2.2.2 SSFF DMS Exneriment Module Interface

The SSFF experiment modules will be serviced by a series of DMS components. These

components will be made up of a Furnace Control Unit (FCU), Furnace Actuator Unit (FAU), and

the Distributed Core Monitor Unit (DCMU). These units will perform the following functions:

FCU will perform the acquisition and processing for the sub-system; the FAU will provide

stimulus to the experiment module as necessary; and the DCMU will monitor the Distributed Core

Components in the experiment rack and a limited number of safety sensors in the rack. The FCU

and FAU will be modular and reconfigurable to meet the varied needs of different types of

furnaces, where the DCMU is designed to meet the needs of different types of experiment racks

through a series of standard sensors.

The SSFF DMS will provide a video data acquisition and control interface to furnace module

provided cameras. This system will be capable of acquiring video data, performing frame

grabbing, processing, and interfacing to a High Density Recorder (Digital). The analog section of

the video collection will be based around the NTSC and RGB formats.

2.2.3 SSFF DMS Subsystem Interface

The SSFF DMS will provide an internal Data Management Sub-Systems communications

interface for intercommunication between the components of the SSFF DMS. This system will
0

provide a means for communicating command, control, and status data between the components

and also between the Core and Experiment Racks. The system will also allow for the transmission

of programming data for the reconfigtwation of the higher levels of software controlled parameters.

2.2.4 .C.,/.#.._1.._ _t ,r_ _

A keyboard and display interface will be provided, as part of the core facility, for crew

interaction. This system will have a standard QWERTY type keyboard which can accept crew

input commands for operation or configuration of the SSFF subsystems as required. The

keyboard will be a ruggedized unit with tactile and audible feedback for reliable crew operation.

The Display will provide for the viewing of tabular data relaying status on furnace operations

as well as facility status. The display is capable of also displaying color video collected by the

Video Processor. The display has a resolution of TBD vertical by TBD Horizontal picture

elements (or pixels).

2.2.5

The SSFF DMS will provide an interface to Ground Support Equipment (GSE) to support

ground checkout. This interface allows the connection of diagnostic and checkout of the DMS

subsystem independent of the Space Station Freedom Data Management System. These interfaces

will be composed of bidirectional serial communications ports (and discrete input/output lines) for

2-3
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the commanding and monitoring Space Station Furnace Facility components. In addition, these

interfaces will be capable of placing the SSFF DMS components into Built-In-Test (BIT) and

alternate diagnostic modes.

The primary use for GSE will be in the substitution of GSE for the standard DMS interfaces.

This wiU enable the GSE to take the place of the Space Station Freedom systems that would

normally be used for the commanding of the Facility for test and checkout purposes.

i
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3.1 TRADES AND OPTIONS

In the formation of the Space Station Furnace Facility conceptual design, several different

trade studies were undertaken to optimize the system architecture and components. This section

details those studies and gives the results.

3.1.1 Distributed vs. Centralized

This trade study deals with the concept of centralization vs. decentralization of processing

power and control for the SSFF design. The items reviewed for the study included such aspects as

ease of maintenance/upgrade, safety (redundancy/qualification), reliability, volume (inter-rack

cabling as well as inner-rack cabling), reconfignrability, software impacts, hardware designs,

architectural considerations, data bottlenecks (control considerations), and configuration/

qualification control. The three major designs philosophies were of a Centralized System, a

Totally Distributed system, and of a Hybrid system which incorporated the better features of both

systems.

3.1.1.1 _-The centralized system has some obvious advantages with

centralization of all aspects of the facility. However, with this centralized concept comes several

problems. The mechanical aspects of th_ system become difficult, since all data from both the

experiments and the core subsystem components CI'CS, GDS, PDS) must all funnel to the same

point, making the interconneetion difficult at best. Modularity and upgrade suffer since any

changes impact the entire facility as a whole. Software suffers the same problem with having

many tasks (both Experiment and Facility suPtxa't software having to be interleaved in the real time

domain) this causes many problems from a configuration management standpoint and curtails the

upgradability/modifiability of the system. This concept is illustrated by Figure 3.1.1.1-1.

3.1.1.2 _- The Distributed concept works well in concept, but from a practical

standpoint it has some problems. Experimental work (especially in a laboratory designed for

specific types of experiments such as materials processing) has many common functions. In the

Space Station Freedom environment, this involves interface to SSF resources, control of Space

Station Furnace Facility resources, data logging, reconfiguration, and data processing. The totall_,

distributed concept would have to have all of these tasks duplicated in each experiment rack thereby

essentially having multiple copies of the centralized control concept. This would be unacceptable

since it takes the short-comings of the Centralized approach and adds multiple sets of hardware for

each of the experiment racks. This means that each rack will have less space devoted to the

experiment it is intended to house, and more to dealing with SSF, managing its' own resources,

and control of its experimental tasks.

3-1
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Highly Centralized

Centralized

Processing/Monitoring of Data
Control of Instrumentation and

Effecter Interfaces
SSF DMS Interface

Mass Storage
Instrumentation Interfaces

Effecter Interfaces

Parameter Transducers
and Effecters

FIGURE 3.1.1.1-1
CENTRALIZED CONTROL AND MONITORING
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3.1.1.3 lt.xhgia....S.xglgm- The next system to be reviewed is the hybrid concept, part

centralized, part distributed. It can be readily seen that in any experimental facility there are two

tasks to be performed: first, dealing with the control and operation of the facility; and the second,

with the operation of the experiment. In both of these tasks, there will be common tasks that must

be performed, as well as specialized tasks (whether by task or by location of the task). The

common tasks would be interface with the operator (i.e. SSF), data storage, re.configuration, data

processing, and resource management (power, gases, cooling), whereas the specific tasks would

be data acquisition (experiment dependent and location dependent (due to mechanical constraints))

and control (with the same considerations as acquisition).

It was found that many of the common tasks lent themselves readily to" be incorporated in the

Core Facility (SSF Interface, high-level experiment control, facility control, data storage,

reprogramming), and others (such as Experiment control and data acquisition (Experiment and

Core)) lent themselves to being placed in remote units. In some eases this decentralization was to

ease the mechanical and inter-rack wiring of the facility, and in all instances it helped with the

flexibility and modularity for ORU change-out and upgrade capabilities.

As a result of surveying the different software tasks and how they must be performed, it

became obvious that certain control tasks lent themselves to being out by the experiment, and other

higher level tasks needed to reside in a Core computer. It also became necessary for the easing the

software complexity and qualification, to separate out the Core (or Facility tasks such as Safety)

from the experimental tasks. This will allow the independent qualification of Experimental

software from Core software, thus lessening the burden on the Experiment Developer for

qualification. This was possible since an independent system in the SSFF will be handling the

safety and redundancy aspects of control for the facility. These control aspects deal with the

bottlenecks that form at major data intersections, where many items are dealing with a common

resource (whether that resource be a processor, or a data links' throughput capacity, is really

immaterial).

Figures 3.1.1.3-1 and 3.1.1.3-2 illustrate the decreasing bottleneck that results from different

degrees of decentralized processing ability, data acquisition, and control This gives an idea of the

advantages of decentralization of processing power. As processing power moves toward the

acquisition system, bus bandwidth requirements decrease, and turnaround time in the control loop

also decreases. This has some advantages in a real-time control system, from a control standpoint,

as well as a redundancy and cross-checking standpoint. The more processing power that is placed

in a system, the more redundancy can be implemented (with minimal impact to the system

operation). For instance, it would be entirely possible for one processor to check on another (as

long as redundant sensors are incorporated in the design. It would also be possible for one

processor to engage a sating procedure in the event of problems with the primary processor.
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• Decentralized I/O

Interfaces

FIGURE 3.1,1.3-1
INTERFACE ONLY

DECENTRALIZATION
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Decentralized II0
and Control Tasks

Centralized

Processing/Monitoring of
Data

SSF DMS Interface
Mass e

Control and
Instrumentation

Interfaces

Control and
Effe(_ter

•Interfaces

Parameter Transducers
and Effecters

FIGURE 3,1,1,3-2
PROCESSING AND INTERFACE

DECENTRALIZATION
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Results:

Decentralization of Processing and Interfaces yields:

• _exibility (Modularity)

• Facilitates On-Orbit Change-out (Orbital Replacement Units)

• Ease of upgrade at a later time

• Betteraccuracydue toleadlengths(fewerEMI/EMC Problems)

• Simplificationofmechanical (wiring)and softwareinterleavingof tasks)

design

• Safety Factors (Redundancy and Separation of Experiment and Facility

Operations)

• Ease of softwareand hardware development

3.1.2 Storage of Exneriment Data

This n'adc study reviews technologies available for high density recording of data. Of the

different technologies available for the high density storage of data, only two (Optical and Magnetic

Tape) had densities near the requirements for MTC storage of APCGF data. Others disqualified

themselves because although they were dense, at the higher capacities they became cost

prohibitive. Since experimental data is logged sequentially, the tape technology qualified as a

possibility, since random access is not necessarily a requirement. Capacity of several hundred

GigaBytes was a minimum requirement.

Several tape drives were available from many manufacturers since this is a very mature

technology, and a wide selection of data recorders are available for military as well as space

qualification standards.

Optical Recorders are a very new technology, and few military and even less space programs

have these available to them at present. Optical Tape might be viable in the future with a higher

capacity than any of the others; however, it is an even less mature technology with commercial

units just starting to make an appearance in the marketplace.

Poweff. Volume C,.atmeity Recornmendation

Magnetic Tape 200 watts 4 cubic ft 1.88 Tbit max

Optical Disk 1Kw 1 SSF Rack 2 Tbit max

Optical Tape N/A N/A 1Terabyte

Previously flown 1st

under development

under development

At the present time it appears that tape is the logical to way to go. Space Station Freedom and

SpaceLab are also conducting reviews of technology at the present, and have also come to the same

conclusion: tape (for the time being) is the most economical power, volume, and capacity wise.
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3.1.3

The following list reviews some of the technologies available for reprogramming and makes

a recommendation for the technology to be used for reprogramming the APCGF CDMS.

I_¢¢ornn_ndations Rgadg.IaAgc, a_ _tlaagc._Cap.lt_

EEPROM Cartridge yes up to loo M_

Magneto-Optical Yes up ,_ 50OMB

Hard Drive Yes upto 2oo MB

Magnetic Tape No up to 2 CB

Floppy Disk Yes up to 1 MS

Battery Backed-Up RAM Yes up to 100 MS

 .str n 
Density-lst Previously Flown

new technology-2nd Recommendation

Mechanical

Mechanical

Mechanical

Access Time

Mechanical

Rigidity of media

Problems with Space QuaL

EEPROM Cartridge technology has been successfully flown on several Space Lab missions

and is currently being used by NASA Lewis on several programs. It excels in density, power,

amount support circuitry required (minimal), access time, random access, and no moving parts in

contact with the media. Current capacities are about 40 Megabytes with 100 Megabytes being

planned. The only drawback is the number of write cycles for the media (typically 10000), which

does not hold any problems for SSFF utilization since SSFF needs a minimum number number of

write cycles to this media. The magneto-optical is a young technology with little in the way of

even military hardware available, and still requires a mechanical system (produces vibration). The

different types of magnetic media have flown before; however, they do involve contact with the

media in tape and floppy disks (disk drives use the Winchester effect to levitate the head assembly

over the media), and a mechanical system for reading the media in all the systems. Finally, where

RAM cartridges have the same advantages as the EEPROM Cartridge, they do require constant

power to maintain storage of their data, thereby requiring batteries which are difficult to qualify for

a manned environment.

As can be seen, for the needs of reprogramming the facility, the EEPROM cartridge is the

most attractive at present. As technology changes, there is a possibility of other technologies being

more attractive, but for the time being, the best is the EEPROM cartridge.

3.2 SELECTED CONCEPT

The following system description reflects the resultsof the previous sections trade studies:

Hybrid Distributed over Centralized; Tape as a form of Mass Storage; and EEPROM Cartridge for
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storage of reprogramming data. It should be noted that the most significant was the result of the

Distributed over Centralized which resulted in a hybrid architecture, since this has brought the

Mass Storage and Reprogramming capabilities into a centralized location in the Core Facility, as

will be discussed in the following paragraphs.

This hybridized distributed/centralized concept has separated the control over the facility as a

whole into two major categories:

1. Core Tasks (or Functions) - dealing with the overall management of resources and facility
control.

a. Overhead Control/Interface.

b. Sensor Specific Interface.
c. Location Specific Interfaces.

2. Experiment Tasks (or Functions) - dealing with the management of experiment resources,
observation, and control.

a. Overhead (Common) tasks.

b. Experiment (or Sample Specific) tasks.

As a result of these different types of tasks, many of the common tasks will be centralized,

and others will be delegated to monitoring and local control out at the experiment racks. In some

cases, to eliminate the logistics of wiring a whole series of sensors and effectors to a central

location, it will be simpler to have an interface which samples the signal (or controls and monitors)

at the necessary rate, and multiplexes the monitoring and control data over a common serial data

bus. This will reduce the mechanical complexity of the SSFF DMS implementation, and also will

help the routing of wiring between racks.

It can be seen that from a control standpoint (especially from the software standpoint), it

makes sense to separate the two systems (Core and Experiment). This approach will make the

code easier since it will not have to be interleaved between the Experiment and the Core, and also

will have the added benefit of making the software easier to qualify, since the safety controls will

be separated out into a redundant system.

In this concept, there is of course one place where the data must come together. The Core

Control Unit will be that central node, and will be the central processing point where both of these

systems join for orchestration and collection of data for processing, control, storage, and/or

downlink. The other subunits/sub-processor/controUers will fan out from this point to yield

effective control of the facility. This will be discussed further in the following sections.

3.2.1 CONCEPT DESCRIPTION

The decentralized concept that was arrived at was one of not only decentralization for the

Experiment DMS system, but also, to reduce the amount of wiring and complexity, x_
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decentralization for the control of the Core subsystem components (TCS, PDS, and GDS). As a

result there are two separate systems involved in the performance of the experiments: the Furnace

DMS, which will be primarily concerned with experiment data and control thereof; and the Core

DMS system, which will be more concerned with the safety and general operation of the sub-

system.

3.2.1.1 Fnrnaee DMS Desitra -The Furnace DMS DMS (shown in Figure 3.2.1.1-1) will

be the primary control and data link between the core facility and the furnace facilities. All control,

status, and data to and from the furnaces will be transmitted on this medium.

The interface structure will be one of a dual redundant serial communications Local Area

Network (I.AN) with an auxiliary channel that is used for redundancy purposes. This redundancy

will add a safety element which insures that one failure will not bring down the entire

communications system. This will provide a safe and reliable means for communication between

the SSFF DMS components. This interface design (called the Furnace Bus Interface Unit

(FBIU)) will interface the CCU to the physical media (wire), and interface the FCUs in the

Experiment Racks to the same media. This interface will be a memory mapped interface which will

allow operation independently of the processor or microcontroller. Data will be simply written into

a local memory (that is part of the interface itself) by the processor for transfer to the DMS, so that

the operation of the processor or mierocontroUer can proceed with a minimum of impact. The

FBIU also will have a microcontroller built into the design to supervise the task of data handling to

and from the memory, and to ease to task of interfacing to the Furnace DMS Bus.

mmb (t._ FurnaceControl
CoreControlUnit Unit

(CCU) (FCU)

FIGURE 3.2.1.1-I
FURNACE DMS BUS

DIAGRAM
Furnace Conlrol

Unit

(FCU)

3-9
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The Furnace Control Units will bc resident on the bus as Remote Stations. The Bus will bc

structured as a party-line organization with each master or slave having its own peculiar address.

This will allow any station to communicate with any other station, or through the use of a

broadcast command, to all units on the bus simultaneously. The Bus Station #1 (contained in the

CCU) will serve as a traffic controller/monitor to insure that all communications are properly

validated and distributed between the different subsystems. The distributed intelligence of the

subsystems will make this easy since the majority of the traffic flow will be data coming to and

from the core facilityitself,with the Core Control Unit initiatingactionsand monitoring the

resultingdata.

3.2.1.2 Core DMS Bus (MIL-STD-I_;f3)-The Core DMS Bus (shown in Figure 3.2.1.2-

l)willbc thecontroland datalinkbetween theCore ControlUnit and thevariousunitsinvolvedin

monitoring and controllingtheThermal ControlSub-Systems, Power DistributionSub-Systems,

and Gas DistributionSub-Systems eitherintheCore Rack or outin theexperiment racks.Control,

status,and datatoand from thesub-systemswillbc transmittedon thismedium.

The interfacestructurewill be one of a dual redundant MIL-STD-1553B link. The

redundancy willadd a safetyelement which insuresthatone failurewillnot bringdown theentire

communications system. This willprovide a safeand reliablemeans to communicate with the

otherportionsof the system. The CCU willbe ableto safelyand reliablycommunicate with thc

DMS Components. This interfacedesign (MIL-STD-1553) willbe contained in the CCU, the

Core Monitor and ControlUnit (CMCU), thePDS Remote Power ControlModules (RPCMs), the

PDS Core Power ConditionerStimulus,Power Distributor,and the DistributedCore Monitor

Units (DCMUs) which willresidein the Experiment Racks. This interfacewillbc a memory

mapped interfacewhich allows operationwithout a greatdeal of intercessionon behalfof the

Processor/Controller(orin any of the otherunitsin which thisinterfaceresides).This interface

willbc implemented in a standardchip setavailablefrom severalmanufacturers (includingthe

suppliersof Space StationFreedom DMS 1553).

Each of the DMS Components willbe configured as remote terminalson thisbus with

separateaddressingforeach of theremote terminals.In the event of an emergency, itispossible

(throughDynamic Bus Control(MIL-STD-1553B Spec.))forone oftheRemote terminalstoactas

a backup Bus Controllerto safethe system. This willallow fora safeshutdown of the SSFF, in

case of problems with the CCU. An additionalsafe guard will bc added in the form of a

differentialsafetylinewhich any of the unitson the bus can command in case of the suspected

failureof anotherunit(i.e.ifthatunitcontinuestonot respond tocontinuedrequests).This linc

willcause the relinquishingof controlby thecurrentBus Controllerand the assumption of Bus

Controlby thesecondary unit.

J
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Core Control Unit
(ccu) 1553

PDS
Distributor

Core Monitor and
Control Unit

(CMCU)

Power Conditioning
System 1

(PCS)

Power Conditioning
System 2

(pcs)

Distrlbuted Core
Monitor Unit

(DCMU)

Distributed Core
Monitor Unit

(DCMU)

FIGURE 3.2.1.2-1

CORE DMS BUS DIAGRAM

(MIL-STD-1553)

3.2.2 COMPONENT DESCRIPTION

The SSFF DMS will be a distributed sub-system consisting of a Core Facility DMS subset

and two Experiment Instrumentation subsets (one for each furnace rack) that reside in the core and

furnace racks respectively. The core facility DMS will be a set of common equipment that is

designed to serve as the top level SSFF controller and provide standard housekeeping services to

the SSFF DMS modules which include; inter-subsystem communications, control, configuration,

programming, and monitoring. The furnace facility DMS will provide local control/monitoring and

those support functions that are unique to the particular furnaces such as furnace translation rates

and temperature prof'des. These facilities will be interconnected by a local bus (LAN) to

accommodate the high level control and monitoring of the furnaces by the Core Control Unit. In

addition to normal services, the SSFF DMS will also provide (in the core DMS) provisions for

handling high bit rate (>10 Megabits ) and video acquisition/processing. The distributed core

subsystem components (PDS, GDS, and TCS) in the Experiment Racks will also be monitored by

the Distributed Core Monitor Units which are connected to the Core Facility via a MIL-STD-1553

3-11
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Bus. The SSFF DMS Hierarchy diagram is shown in Figure 3.2.2-1, and the Block Diagram in

3.2.2-2.

3.2.2.1 cone FACtLtTY DMS - The Core Facility DMS components will be located in

the core facility rack and consist of the Core Control Unit (CCU), the High Density Recorder

(HDR), and a Video Processor. The Core Facility DMS components will provide the top level

SSFF control and provides interface and communications to the furnaces, Space Station Freedom

DMS, Station Crew, and Ground Controllers. The Video Processor will be a mission peculiar

item and will be an exception to the groundrule that MPE must reside in the furnace racks. The

subsystem configuration can be seen in Figure 3.2.2.1-1, and for views of the components, please

refer to the corresponding section.

3.2.2.1.1 Core Control Unit- The Core Control Unit (CCU - SSFF DMS-CCU-001) will

consist of the Core Processor/Controller, a removable ruggedized hard drive, a Reprogramming

Unit, Core Monitor and Control Unit, a Network Interface Unit (NIU), a Furnace Bus Interface

Unit (FBIU), and a Crew Interface Computer which will allow display and input of data (similar to

a GRID). These are discussed in the following paragraphs, and the Core Control Unit is shown in

in Figures 3.2.2.1.1-1 - Isometric Diagram, 3.2.1.1.1-2 Functional Block Diagram.

3.2.2.1.1.1 Core Processor/Controller (and Processor Memorv'b - The Core Processor/

ControLler (shown in Figure 3.2.2.1.1.1-1) will be the top level controller and interface device for

the SSFF. The Core Processor/Controller will be powered up by the SSF which in turn will

activate and configure each of the core and furnace facility components/sub-systems in accordance

with the selected SSFF operational scenario(s). The Core Processor/Controller will monitor the

furnaces(viatheFCU/FAU) duringoperationof thefacility,and monitor the otherCore Facility

Sub-Systems viathe Core Monitor and ControlUnitand DistributedCore Monitor Unit (DCMU).

The Core Control Unit Core Processor/controller will be the central processor for the DMS

that will direct the operation of the I/O Cards and subcomponents contained in the CCU. It will

consist of a 80C386/486 Processor (or equivalent, along with a Math Co-Processor) which will be

capableofprocessingthedatareceivedfrom theFOs, sendingdatato thehighdensityrecorder,the

SSF DMS fordisplayand/ordownlink,or totheCCU Video Display Unit.

The memory associatedwith theCore Proc,cssor/ControUerwillconsistof TBD Megabytes

of StaticRAM and TBD Megabytes ofEEPROM. The operationalsoftwareforinitializationand

baselineconfigurationwillbe storedin (andoperateout of)EEPROM. This operationalprogram,

when initialized,willrequestthatdatabe transferredfi'omthe Reprogramming Unit (EEPROM

Cartridge) so that specializedoperationalparameters and procedures can bc utilizedfor

experimentalscenariotobe performed witha particularfurnace(orexperiment).

.3-12
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SSF DMS Servlces._

MIL-STD-1553 _

or

FDDI

Auxiliary NTSC
EIA-RS-170A

To SSF Video Socvlcu

SSF HR[

120 VDC
From

SSF Station
Servlces

Core Control Unit

Unit

Video
Pm_m_no

Unit

Electronics

Distribution Unit
(RPCM)

120wlo

120wl0

I.AN Network

II

II

II

II

II

II

II
II

II

II

II

II

Power Conditioning System
(DC to DC Convertem)

powor Supply
+/-1s, ,d- Svdc

Core Monitor
II1<1Control

Systom

FIGURE 3.2.2.1-1 - SSFF DMS CORE BLOCK DIAGRAM
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40.6

NOTE:

26.7

(10.5)

DIMENSIONS IN CENTIMETERS (in.)

wt ~ 29.0 kg

(63.8 Ibs),

FIGURE 3.2.2.1.1-1
CORE CONTROL UNIT
ISOMETRIC DIAGRAM

J
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v

Core Control Unit

SSF DMS Services

MIL-STD-155__" SSF (NIU) '_B_.I_ Core Processor '_
or

FDDI CDMS Link Controller

f Auxiliary Serial _ SCSI Interface 'I_H_ ° Reprung;:minIng

J

_.._ _-m-_ _ _ _ I _.._ f co,.o.s _ T,,Pc..

To Keyboard

and Display

Crew

Interface 1 Corn PowerSupply

120Vdc from RPCM

To SSFF DMS

FIGURE 3.2.2.1.1-2 - CORE CONTROL UNIT

3-17



320RPT0008

Signals

v

Memory Management
CPU Math WatchdogTimer

80386/486 Coprocessor SDAC/Processor
Processor Utilltlu

] _ _V _ Address I i[ To other
CCU

r I Data I r Components
on ccu

[ Backplane

Ir r

EEPROM
and RAM

FIGURE 3.2.2.1.1.1-1
CORE PROCESSOR/CONTROLLER

The Core Processor/Controllerwillhave a Real-Tune Clock (battery backed-up) availablefor

processorreference,which willallow theDMS tobe programmed tol:_'formcertainoperationsat

an appropriatetime. This willallow the Core Processor/ControUer to startoperationof the

Furnaces and variousperipheralsata giventime,while being ina low power standbymode before

start-upof the experimentalprocess. This featurewillalsoallow foraccurateprocessortimclinc

emergence aftera power outage through the trackingof the procedure timclincversus furnace

operation.

Some of the additionalfeaturesthatwillbe incorporatedintotheCore Proccssor/Cona'ollcr

designarc:a watchdog timer(toallow theCore Processor/Controllertoperform a selfcheck on its

operationand resetitselfifnecessary);Memory Management (toassistin the memory accessing

and partitioning);and a bufferedbus architecture(toinsuresthatits'internaland memory bus is

electricallyisolatedfrom theI/O Bus);bothapolledand amaskablc interruptstructure(toallow the

Processortocontinueothertasksuntildataisready);and an I/O backplane Stnlcturcbased around

MultiBus II.This Multibus IIfeaturewillbe used toallowtheCore Proccssor/ControUcrto gathcr

informationfrom other I/O designsintheCCU; such as communication externallywith SSF via
r

J
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the Network Interface Unit, and to communicate internally to the SSFF via the Furnace Bus

Interface Unit (FBIU) and Core DMS Bus Interface.

3.2.2.1.1.2 SSFF Network Interface Unit - This Interface will allow the Core Control Unit

to communicate with the Space Station _om Data Management Services. Data communication

will be accomplished via a MIL-STD-1553 link to SDP-7, or via the FDDI communications

protocol, through the utilization of the NIU. Both interfaces will be of a double buffered

architecture which will communicate with the backplane bus of the CCU for interface to the Core

Processor/Controller.

This SSFF DMS Interface (in the case of the 1553) will be based on standard Space Station

Qualified hardware for the interface. In the case of the FDDI interface, this will be based on the

Space Station Freedom NIU, currently under development.

3.2.2.1.1.3 SSFF Furnace Bn.q Interface Unit - The Furnace Bus Interface Unit will be

utilized to allow the CCU to communicate with the other subsystems in the SSFF related to

experiment data stimulus and monitoring(Furnace Control Units (FCU)). This unit will be based

on a redundant LAN design and will provide reliable communication among the SSFF DMS

components. Commands, data, configuration, and status information will all be communicated via

the Furnace Bus Interface Unit.

3.2.2.1.1.4 Core DMS Btt,_ Interface (MIL.STD-I$_;3) - This Core Control Unit will also

include a serial MIL-STD-1553 communications interface for monitoring and control of other

SSFF Sub-System components (GDS, TCS, and PDS). This communications link connects the

CCU with the Core Monitor and Control Unit (CMCU), the Power Conditioning and Distribution

Sub-System, Remote Power Conditioning Modules (R_PCM designed by SSF), the Core Power

Conditioning Stimulus unit which modulates the voltages to the Experiment racks, and to the

Distributed Core Monitor Units (DCMU) in each of the experiment racks. Each of these units will

contain a MIL-STD-1553 Interface for command and control purposes, so each of the units wiU be

assigned separate MIL-STD-1553 compatible addresses. This will allow the Core Control Unit to

communicate with the any of them via this dedicated link for the monitoring and control of the sub-

system components.

3.2.2.1.1.5 fi._,_$J..IRi._.fR_ - This interface will be for the communication of the

Reprogramming Unit (and or hard drive if need arises) with the Core Processor Controller. It will

be implemented in the standard SCSI-2 format, and will support multiple devices.

3.2.2.1.1.6 Auxiliary Serial Comnnter Interface - This interface will be implemented in

the Core Control Unit for the contingency of hooking another computer or peripheral to the CCU,

such as a GRID, or a printer. This will allow other possibilities in system implementation and

expandability.
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3.2.2.1.1.7 Telemetry Interface - This interface will be used for transferring the facility and

experiment data that has been collected by the Core Control Unit, to the Video Processor to be

merged with the video data. The Video Processor will then send the collected data to the High

Density Recorder for storage. In the event that the Video Processor is not present, this interface

will connect directly to the High Density Recorder.

3.2.2.1.2 Renro_rarnmln_l Unit - This Reprogramming Unit (SSFF DMS-RU-003) will

be the high density storage device which will hold the operational programs for the Space Station

Furnace Facility. These programs will control the Experiment Profiles (such as temperature

characteristics, control profiles, translational control, camera positional commands, etc.) that the

Space Station Furnace Facility will use to configure itself for experiment runs. When the operation

of a furnace is required, the Core Processor/Controller will download the Experiment Program

from the Reprogramming Unit into Electrically Erasable Programmable Read Only Memory

(EEPROM) and Static Random Access Memory (SRAM or RAM) located in the Core Control

Unit. It will then download the appropriate control routines to the Furnace Control Units and other

DMS components.

The layout of the front panel of the CCU will be situated so that the Reprogramming Unit

cartridges can be easily inserted into the Reprogramming Unit. This will facilitate upgrades of the

software, as well as any necessary reconfigurations brought on by hardware installations in the

facility.

The Reprogramming Unit will utilize a standard SCSI interface system for transfer of data

from the drive to the CCU backplane.

3.2.2.1.3 Crew Interface Unit (Keyboard and Display Unit)- The Crew Interface

Computer (SSFF DMS-CiC-002, shown in Figure 3.2.2.1.3-1) consists of a keyboard and

display unit which will allow communication of the crew to the SSFF Core Computer. This will

facilitate the communication of the crew to the SSFF independent of the Space Station Freedom

Data Management System. A standard QWERTY (Standard) keyboard will bc provided to input

commands from the crew. This keyboard will be mounted to the front panel of the SSFF Core

FaciLity for case of operation.

The Video Display will be utilized to provide the crew with information concerning the

configuration, control, status, or operation of the Space Station Furnace Facility. The Video

Display will utilize a space hardened color interface and display capable of displaying video from

the Video Processor video interface, and/or tabular information data/status from the Core Control

Unit as the CCU monitors the Furnaces and other subsystems in the SSFF.
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43.8

(17 25) "

_"_ 25.4

(10.0) wt ~ 23.0 kg

(50.6 Ibs)

qOTE: DIMENSIONS IN cENTIMETERS (in.)

FIGURE 3.2.2.1.3-1
CREW INTERFACE COMPUTER
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3.2.2.1.4 Core Monitor/Control Unit (CMCU_ - The CMCU (SSFF DMS-CMCU-009

Core Monitor and Control Unit) will be a data acquisition and stimulus system which will provide

I/O cards that monitor and control functions for the other systems in the Core Facility as an

extension of the CCU. Communication to/from the CCU will be accomplished via a MIL-STD-

1553 link. The Fluids, Thermal, and Power sub-systems will be monitored by this system, as

well as monitoring items such as thermal conditions of other boxes. This will insure that other

units in the SSFF are not overheating and in thermal runaway. If this should be the case, and any

units are going over-temperature, the CMCU will inform the CCU of the conditions with the

appropriate status information. This will allow the CCU to initiate the appropriate actions, and if

necessary, report the status back to the Space Station Freedom DMS. The CMCU is shown in

isometric form in Figure 3.2.2.1.4-1, and as a functional block diagram in Figure 3.2.2.1.4-2.

These interfaces (where analog) will provide low accuracy (8-10 Bit) acquisition channels for

confidence monitoring to insure that the other subsystems of the SSFF are operating properly.

This will allow the Core Control Unit monitor the other SSFF subsystems to guarantee the safe

operation of the SSFF.

3.2.2.1.$ yideo Aeo_nlsition/Distrihntlon & Proee._.qin_- The requirement for video has

been identified for two of the SSFF mission set experiments, the Transparent Furnace, and the Hot

Wall Float Zone Furnace. The capability to satisfy the requirements of these experiments as

defined in the SSFF Capability Requirements is not achievable because of limited access to the

SSF communications links and bit rate limitation (<43 Mbits/see) imposed by the SSF. In Section

1.2 of this report assumptions are made as a guide to contending with this. The SSFF Video

Processor Unit is shown in Figure 3.2.2.1.5-1.

3.2.2.1.5.1 yideo Pl'OeC_._or Unit-The Furnace Facility Video Processor Unit (SSFF

DMS-VPU-O08 or VPU) will be designed as a unit capable of capturing NTSC/RGB(or related

format video) from cameras located in experiment assemblies, and then digitizing, frame grabbing,

and/or processing the resulting image. The video data (after digitization and/or any compression or

processing) will then be made available to the High Density Recorder fHDR) for storage. If the

data rate is not sufficiently high enough, the Removable Hard Drive (RHD) will be used as a data

buffer to store a sufficient amount of data to warrant writing to the HDR. Communication and

control of the Removable Hard Drive will be accomplished via a SCSI-2 interface which will be

handled by the Video Processors' CPU. The CPU will also control the operation of the High

Density Recorder and Playback Electronics via an RS-422 link, and will also merge non-video

facility data received from the Buffer Electronics (sent by the CCU) with the video data for storage

on the HDR. The SSFF Video Processor Block Diagram is shown in Figure 3.2.2.1.5.1-1.

As part of the processing available in the Video Processor, the system will be scarred include

a programmable format (JPEG/MPEG) Compander which will allow for a variable compression

r
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10.5)

(11.5) wt ~ 20.0 kg
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FIGURE 3.2.2.1.4-1
CORE MONITOR AND CONTROL UNIT
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FIGURE 3.2.2.1.4-2 - CORE MONITOR/CONTROL UNIT LAYOUT
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FIGURE 3.2.2.1.5'1
SSFF VIDEO PROCESSOR UNIT
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ratio (or no compression at all) to be applied to the data for storage. The design will also be able to

accommodate a video pixel processor which can do interpretation of video data, and return

numerical dam to the ground for evaluation.

When the Video Processor is required by the CCU to capture video data, the Core Control

Unit will write selection word(s) to the video processor for the amount of compression (if desired)

and TBD parameters needed for digitization. The CCU will then instruct the Video Interface to

start the acquisition process. The video acquisition task will then proceed automatically (or with

CCU interaction as necessary). The CCU can designate that the acquired video data can be routed

to SSF Video services, storage, display, or a combination of several destinations.

3.2.2.1.5.1.1 High Rate Data Link (HRDL'I -The Video Processor will also contain the

High Rate Data Link and interface will enable the SSFF to download up to 43 Mbytes of data to

the ground through the High Rate Data Patch Panel and ultimately the High Rate Data Multiplexer

(HRDM). The format for this interface has yet to be defined by SSF, although it is known that a

payload desiring this interface will be assigned a given bandwidth of the telemetry link (and

probable implementation will use the TAXI device). If this allocated bandwidth is not utilized

fully, it will be filled with "filler" bits in order to maintain telemetry lock by the links' components.

3.2.2.1.6 Hi__h Density Recorder and Playback Electronics The High Density

Recorder (SSFF DMS-HDR-005, shown in figure 3.2.2.1.6-1) will have a storage capacity of

1.88 Terabits and will be used for storage of experimental data which is to be gathered. The HDR

will consist of a tape drive unit (one ORU) and a set of playback electronics

The tape drive and tape will be an integral unit which will allow the Drive and the tape to both

be removed as a single ORU for transport to ground. This concept will allow for ease of

unloading and loading of tape as well as checkout and periodic maintenance of the heads and drive

mechanism on the ground instead of in microgravity. The higher reliability playback and

formatter/controller electronics will be housed in a separate unit which remain as part of the core

facility in which the drive can dock.

The High Density Recorder Playback Electronics (SSFF DMS-HDRPB-006, shown in

figure 3.2.2.1.6-2), when playback is desired of the stored data, will take the data from the High

Density Recorder and perform the operations necessary for recovery of the recorded data. This

will involve equalization, bit synchronization, data decoding, and output formatting. Also included

will be a complement of BIT circuitry for test Of data integrity during playback.

3.2.2.1.7 Removable Hard Drive - The Removable Hard Drive is available in two sizes

depending on the needs of the Facility. The ftrst smaller capacity unit is described in section

3.2.2.1.7.1, and the larger capacity model in Section 3.2.2.1.7.2. Two positions are possible:

one serving the CCU directly (SSFF DMS-RHD-004, or SSFF DMS-RHDHD-004), and the other

serving as a buffer for the High Density Recorder (SSFF DMS-HDRB-007).
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63.5

@@

15.2

(6.0)
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NOTE: DIMENSIONS IN CENTIMETERS (in.)

FIGURE 3.2.2.1.6-2
HIGH DENSITY RECORDER
PLAYBACK ELECTRONICS
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3.2.2.1.7.1 Removable Hard Drive 150 Mee - The _rst RHD unit will be a ruggedized 150

Megabyte hard disk drive contained in an aluminium cartridge. This cartridge will be mounted and

locked into a separate housing assembly which opens onto the front panel of the Core Facility.

This unit is shown in Figure 3.2.2.1.7.1-1.

Data and power will be supplied to the cara'idge through a self aligning connector mounted in

the rear. The front panel will have a surety handle for insertion and removal of the drive unit. The

guide rails will make improper insertion impossible. The data interface for the Removable Hard

Drive (RHD) will be supplied supplied by a SCSI interface which will tie the RHD into the either

the VPU's CPU or into the CCUs' main bus, depending on the needs of the facility.

The hard-disk cartridge will be held in the housing assembly by a latching door. This door

will not only lock the drive into place, but.also will activate an interconnect switch for cutting off

the power to the drive before the drive can be removed from the assembly. This power clown

feature will retract the drive's recording heads to a safe landing zone and latch them into place.

The Ruggedized Hard Drive will be utilized as non-volatile storage for the Space Station

Furnace Facility. This unit can act as a temporary storage media prior to data being written to the

high density tape drive, as weLl as separate logging of BIT history or other auxiliary data that

doesn't require a great deal of storage.

3.2.2.1.7.2 Removable Hard Drive High Density_ (2 Gignllyte) - This higher capacity

system (shown in Figure 3.2.2.1.7.2-1) Removable Hard Drive 2 Gigabytes will be similar in

implementation to the first unit, but with more capacity and consuming greater space. It is feasible

that if no video is required by the facility, and data requirements are low, that this unit could

conceivably be used for storage of the experiment data normally written to the High Density

Recorder. This mass data storage system will be capable of up to 2.4 GBytes of removable

storage, based on hard drive technology. The drives themselves will be hardened and encased in

canisters that are capable of containing 172 MBytes per container to 1.2 GBytes.

The drive units will be capable of 15 G's operating and 60 G's non-operating. Interface will

be accomplished through a SCSI interface to either the CCU or to the VPU, as required by the

facility configuration..

3.2.2.2 EXPERIMENT RACK INSTRUMENTATIO N - The experiment rack instrument

will consist of a Furnace Control Unit (FCU, SSFF DMS-FCU-O11), a Furnace Actuator Unit

(FAU, SSFF DMS-FAU-012), and a Distributed Core Monitor Unit (DCMU, SSFF DMS-

DCMU-O13). This configuration will provide data acquisition (parameter monitoring) and stimulus

(parameter manipulation) for both the experiments and the distributed core facility components.

There will be a complement of these three items for each of experiment rack installations.
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The FCU will be used as a reconfigurable furnace controller and will provide the furnace

facility with housekeeping monitoring, and control functions. The FCU will also communicate

with both the CCU (via the Furnace DMS Bus), and in turn will pass on control commands to the

Furnace Actuator Unit for stimulus to the experiment apparatus.

The Furnace Actuator Unit will supply the control interfaces to the furnace module which will

consist of: sample manipulation, furnace translation, camera interface and positioning, etc. The

FCU and FAU will contain similar processors, memory and architectures as the Core

Processor/Controller (in the CCU) with differences being in the number of l/Os, memory, and

resulting physical sizes.

3.2.2.2.1 Furnace Controller Unit. The FCU will provide overall control of the SSFF

interfaces to the furnace module for acquisition of temperature, pressure, and flow rates. The FCU

will be designed as a reconfigurable unit with the following standard slots: an integral power

supply; Furnace Bus Interface Unit (FBIU); a processor/memory board (386-based processor, 20

Mhz and 4 Mbyte RAM) which also contains a MIJ.,-STD-1553 interface for communication with

the Furnace Actuator Unit (See. 4.5.2), an auxiliary communications slot, and up to five I/O slots.

The motherboard for the unit will be designed so that there are two different digital buses. The

first bus structure will be dedicated to the higher speed communications between the processor and

its' high speed l/Os (the Furnace Bus Interface Unit (FBIU) & the Auxiliary Communications

Slot). The second design will be utilized for the communications with the various lower speed I/O

interfaces (Thermocouples, Resistive Thermal Devices (RTD's), positional indicators, discretes,

and other signals in need of conditioning or conversion). An isometric view of the FCU is shown

in Figure 3.2.2.2.1-1, and the block diagram and card complement are shown in Figure 3.2.2.2.1-

2.

3.2.2.2.2 Furnace Actuator Unit - The Furnace Actuator Unit (FAU) will be very similar

in design to the FCU, except that it will be designed to primarily provide output signals to the

Furnace assembly for operation of the motors and mechanisms necessary for furnace operation.

Through keeping most of these high output current drive circuits out of the unit concerned with

acquisition of very low level signals (the Furnace Control Unit), and each box therefore optimized

for its' own particular task, the result will be an accurate and versatile system for motion control

(without compromise). An isometric view of the FAU is shown in Figure 3.2.2.2.2-1, and the

block diagram and card complement are shown in Figure 3.2.2.2.2-2.

The Furnace Actuator Unit will consist of a Integral Power Supply, a microcontroller board

(with MIL-STD-1553 interface), and a series of I/O slots. The FAU will receive its commands via

the MIL-STD-1553 link from the Furnace Control Unit, and in turn responds with data and status

when requested. As is shown in Figure 3.2.2.2.2-2, the FAU contains an MIL-STD-1553 link,

coupled with a supervisory microcontroller and I/O cards which will include: Experiment Sample
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FIGURE 3.2.2.2.1-1
FURNACE CONTROL UNIT
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FIGURE 3.2.2.2.1-2 - FURNACE CONTROL UNIT

3-35



320RPT0008

_,.°__--.__-.. 22.2

,, _/(8.s) . (8.7s)

40.6

(16.0)

wt ~ 29.0 kg ea
(64.0 lbs)

NOTE: DIMENSIONS IN CENTIMETERS (in.)

FIGURE 3.2.2.2.2-1
FURNACE ACTUATOR UNIT

3-36



320RPT0008

1553 Bus to
Furnace
Control

Unlt

120 Vdc

from
RPCM

and
Memory

Power Suppl

Input/Output Cards

Input/Output Cards

Input/Output Cards

Input/Output Cards

Input/Output Cards

Furnace Subsyb_
Sensors/Effect(

Furnace
Thermocouple/R

Sensors

FIGURE 3.2.2.2.2-2- FURNACE ACTUATOR UNIT

positional priver, stepper motor controller, a optically-isolated discrete output card with TBD

channels, analog voltage card for generating fixed or variable analog signals, discrete inputs, and

low accuracy analog input channels.

3.2.2.2.3 Distributed Core Monitor Unit- The Distributed Core Monitor Unit (DCMU)

will be a data acquisition system which will monitor functions for the other SSFF sub-systems in

the Experiment Racks as an extension of the CCU. Communication to/from the CCU is

accomplished via a MIL-STD-1553 link (the Core DMS Bus). The Fluids, Thermal, and Power

sub-systems will all be monitored by this system, and the DCMU also will monitor items such as

thermal conditions of other boxes to insure that other systems in the Experiment Rack are not

overheating. If this should be the case, and any units are going over temperature, the DCMU will

inform the CCU of the conditions with the appropriate status information. This will allow the

CCU to initiate the appropriate actions, and ff necessary, report the status back to the Space Station

Freedom DMS. An isometric view of the DCMU is shown in figure 3.2.2.2.3-1, while a block

diagram of the unit is shown in Figure 3.2.2.2.3-2.

These DCMU interfaces (where analog) will provide low accuracy (8-I0 Bit) acquisition

channels for confidence monitoring, to insure that the other sub-systems of the SSFF are operating

properly. This extension of the CCU will allow the Core Control Unit to perform confidence

monitoring upon the other sub-systems to guarantee the safe operation of the SSFF. The DCMU

will also have limited capability of taking over the 1553 Core DMS Bus in case of a problem with
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FIGURE 3.2.2.2.3-1
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Core DMS Bus

FIGURE 3.2.2.2.3-2 - DCMU BLOCK DIAGRAM

Subsystem
Sensors

GDS, PDS, TCS

Vdc

from
RPCM

the CCU. Power, Thermal, or Gas sub-systems can be configured for a minimum safe

configuration and the entire facility can be shut down if necessary.

3.3 SAFETY

The use of computer based hazard control systems is addressed in NSTS 1700.7B,

Paragraph 201.1e and is designated as applicable as written in the SSF Addendum to 1700.7B.

The emphasis in this requirement is placed on attaining independent/redundant controls. A single

computer is considered zero fault tolerant and can serve as only one hazard control. For example,
i

if both temperature and pressure within a furnace must be monitored and controlled by computer to

prevent a hazard, two independent computer/software sets would be required, one to control

temperature and one to control pressure. This is necessary to achieve the required level of fault

tolerance. This requirement is presented to assure that this requirement is understood and properly

implemented as the detailed design develops.

The SSFF Data Management Sub-System will accommodate this requirement through the use

of redundant data buses and multiple processors involved in the monitoring and control of the

facility. The primary method of safety backup control is the approach that the furnaces are

monitored by both the Furnace Control Units and the Distributed Core Monitor Units (which also

serve to monitor the Core services being provided to the furnaces (Thermal, Gas, and Power)).

The resulting data will be transmitted back via separate data paths (Experiment DMS Bus and the

Core DMS Bus) and the data will come together at the Core Control Unit which will issue

commands to the Core Services via the CMCU (which is providing monitoring and control of the

other sub-system Core Services). Through this method, the SSFF will provide redundant

monitoring and multiple processor verification of the command stream to the services.

As an added safety measure (in the event of CCU failure), there are two added scenarios that

are implemented. All of the Core Sub-System interfaces (TCS, GDS, and PDS) will be resident

on the 1553 Core DMS bus, for good reason.
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If the CCU were to issue (or not issue) commands that provide for the safe operation of the

facility, through dynamic bus control (one of the modes of 1553) either the CMCU or the DCMU

can issue commands to provide control of the Core DMS Bus limited to the sating of the facility.

This would involve safe modes for the PDS, TCS, and GDS sub-systems, and therefore safe the

facility (if necessary, the power could be pulled on components causing problems).

In the event that the current Bus Controller would not release the Core DMS Bus to the

secondary Bus Controller (although illegal by 1553 protocol), a hardwire control over all the

transceiver chip sets in all residents on the bus will be implemented to provide a non-interruptable

method of terminating broadcast privileges of the current Bus Controller. This will cause the unit in

question to be set into an listen only capacity. In this mode, the secondary master will implement a

safe shutdown of the facility.

Through these methods, safe operation of the SSFF is insured to meet the requirements for

operation aboard Space Station Freedom.

3.4 INTEGRATED RACK COMPONENT POSITION

The following Figures 3.4-1 and 3.4-2 show the location of the DMS components in the

Core and Experiment Racks respectively.
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TABLE 4-1. DMS MASS PROPERTIES

Component

Core Control Unit

Furnace Control
Unit (FCU)

Furnace Actuator
Unit {FAU)

Core Monitor and
Control Unit (CMCU)

Distributed Core
Monitor Unit (DCMU

Reprogramming
Unlt

Hard Drlve
150 Megabyte

Hard Drive
2 Gigabyte

High Density
Recorder

HDR Playback
Electronics

Crew Interface

Video Processor

Quantity

2

2

1
i

Unit Mass

(KG)

25
i

27

22

19

10

2

1 2

1 22

1 29

1 18

1 10

1 27

Total

Mass (KG)

25

54

44

19

2O

2

2

22

29

18

10

27

Total 241
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TABLE 4-2. POWER REQUIREMENTS

Component

Core Col_rol Unit

Furnace Control
Unit (FCU)

Furnace Actuator
Unit (FAU)

Core Monitor and
Control Unit (CMCU)

Reprogrammlng UnR

Hard Drive (150)

Hard Drive (2G)

High Density
Recorder

Crew Interface

Video Processor

Distributed Core
Monitor Unit

Total

Quantity

1

2

2

1

1

1

1

1

Power (ea.)

(Watts*)

155

103

120

Power

Total (W*)

155

206

240

43 43

2o 20

2o 20

84 84

204

60

145

48

204

60

145

96

1273
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TABLE 4-3. MEASUREMENT & CONTROL LIST

Furnace Input/Output Summaries

Analogs (AI)

Thermocouples

RTDs

Volt, Current, etc.

Discretes (DI)

Analogs (AO)

Discretes (DO)

CGF PMZF
|l

123 220

40 100

4O 40

43 80

68 68

10 35

27 27
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Subsystem
Interfaces

Input Signals CMCU
DC Voltage Inputs 3
DC Voltage 2
DC VoRageInputs .1
[HYb Sou=co)DC Voltage t
Dlfferqmtl-I DC 2
Piiu 6
_'D 6

_rel_l _ 1
Hal Effect 2

_v_ 1

_Inp_U 1
•_q Effad 1

_lnmt t
_¢_ 1

DGk_ 1
_X__put 1
F_aq,op_ En=d_ 2
DI4_ram - ClomJm 2
014_rUN. _ 4

o_¢m,- op_ c_kcmr 2
0boreal 2

01_m, os_m_ 4

Communk:aUona
MIL-S'ro-1553 1
MIL-b'TD-1553 1
MIL-STD-1553 1
MIL-STD-1553 1
MII.,.,ST'D.,16.,_3 1
MIL-,,%_'O-1lk_3 1

# Inputs Unit Sample Parameter # of Bits
per P"rL Number Rate (spa) Range (Analog)

1 TCS PT-01102,05 1 0-5 _ 8
1 TCS-PP-01-05,06 1 0-5 volt= 8
1 TCS PP-01 1 0.5.1 vo4ts 8
1 TCS PP-01 1 0-5.1 vdc 8

2 TCS FM-01¢02 1 DaRe Meuur.
1 TCS TS.01 >04,11 1 Ohm=
1 TCS TS.01>04rl 1 1 Ohms
1 TCS PP-01 1 Ohms

1 0-5 volts
1 Potentlorrmtor

1 TCS FCV-01>02
1 GDS MV-03
1 GOS PT-01>03 1 Ohms
1 PC()S-001-005 1E+0_ 0-240 Vd¢

2 PCDS-001-005 1E_0_ 100 lunpI
1 PCOS-O01-006 1E+Oe 0-240 Vd¢

2 P_1-006 1E+03 t00 amlps
I dill. _. _I -o01 1E+00 D.5_1¢
I diff. _. PCDS-001-00Q 1E+00 _-Svdc
I diff. _dg. PCDS-001-003 1E+00 D-Svdc
1diff. Jg.. PCDS-O01-004 1E+00 )-5_1¢
1 diff. elg.. P_1-005 1E+00 )-Svdc
I diff. rig. PCD_.001-006 1E+00 ).Svclo

8
8
8
8

8
8

8
8
8
8
8
8
8
8
8
8
8

4 TCS FCV-01>02 1 _ina_f Readout
1 TC.S SO-01>02 1 :_olum
2 GDS SV-01>04 1 3losers

2 TCS SO-01>02 1 )-22v, 60ms r_n
2 TCS SO-01>02 1 )-22v, 60ms n_l
2 GDS SV-01>04 1 )-28v, 100rm rain

2 Buses PCDS-001-001 N/A N/A
2 Buses PCDS-001_ N/A N/A
2 Bcmes PCDS-001_ N/A N/A
2 Buses _1-004 N/A WA
2 8u_ PC_-OOI.J)40 N/A N/A
2 Buses PCO8-002-041..072 N/A N/A

ClaMS Signals (contained In PCDS-002)
Input Sianmim

Dc_ut 4o t d_f._.
[_ICIrq:ut 32 1 cliff,slg.
OUtput _11 nala
ocoutputs(yore,g,) 4o t
:)C Output= (Voltag,_) 32 I

]_rm Ou_u_ - Voltage 32

PCDS-002-001.040 1E+00 0-5_:lo
PCOS-002-041.072 I E+00 0-Svdc

PC[:)S-O02-O01__040 1E+02 0-12vdc:
PCDS-002-041_072 1E+0_ 0-12vdc
PCDS-002-001..040 1E+02 0-5_:lo
PCDS-002-041..072 1E+02 O-SVdC

N/A
N/A
N/A

N/A
N/A
N/A

Signal
Purpose

Pros_l,l_([i

Prossum

Accumulato_Qty.
Package Tamp
Flow Rate

temp. 3 _re
Temp. 3 _ro
_ressure Sensor
Row Rate
_a_e _

14_re) __,re _,or

_oni_o_SSF Sul=_y
ssF su_y

_lonltm SSF _Jp_ y

iMonitor Unit Tamp

Monitor Unit Tamp
Monitor Unit Tamp

Monitor Unit Temp
Monltor L_It Temp
Mon4torUnlt Ternp
Valve Poeltlon
Flow on/off
Valve oNoff
Sok'_cl.valve drive
Solnd. valve ddve
Solnd. valve drive

RPCM Conl_l/Morlitodng
RPCM Co_lroUMonltodng
Core Power Dlltdbutor
Core Pow_ Dll_lbuix
Corn Power Ois_dlx_or
CormPower Oisldlxnor

Monitor Unit Temp
Monitor Unit Temp

Powe_ rr_-t_!= control
Power m,--'t__,'--control
On/off Control
_-voff Control

Location

:Core
Core
Core
Core
Core
Core
Core
Core
Core
Core
Core
Core
Core

Core

Core
Core
Core
Core
C<xa
_ore
_ore
Core
3ore
.?x)re

_ora

3ore

Core
Core

Core
Core

COrn
Coce
Core
Core

TABLE 4-4. - CORE RACK
DMS SUBSYSTEM INTERFACES

(TCS, GDS, PCDS)
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_ Subsystem 1
inter/aces

Experiment Rack #1 Signals
DCMU and FCU #1 Signeis

Input Signals ER#I

pc vottaR__.. I
CYdferenda] DC 1
R'TO 3

He.,E_= - 1

Hal Ef/e_ Device 40

Stndn _,,.na_ 3

Contandnallon Monito¢ 2

Rou.yopac_F__,,_,--_ 2
_,,,_"etel -C._..PJ,___.*_e 1

Rot,W-'_r'_'_-E.-,_,,,_,,-

oc Influ_ 1
Hd F.tfect I

0C V,e_. _ 32

IHd E,'_,,_ 32
OC_
3C ;-_ 1

:)cP,,_-; 1
3C _ TeD

_AU ;11 S_ina:--

Dutput Signals ER#1

rL--'--_--DriVe 4

ML-STO-1553 I

# Inputs Unit Sample Parameter

per Pars. Number Rate (spa} Range

1 L TCS PT-03 1 0-5 volts

2 TCS. FM-03 1 Oefla Meesur.
1 TCS TS-05>07 1 Ohms

1 TCS FCV-03 1 0-5 vo4ts

le._.
t _.s_.

I

PCDS-O06.-O01 1 O-24vdc

PCDS-O06-001 . 1 0-10saps
GDS PT-04>06 1 Dhms

1 GDS $V-06,07

TSD GOS CS-01,02
8 GD_ SV-06,07

2 GDS SV-05
8

1

1

2

1

1 _ms

TBD TBD

1 31nmy Readout
1 :_osum

TCS FCV-03 1 . _nary Raadou_

TCS SO-0_ 1 SlomJm

PCDS-004-002 1E+03 >240 Vdc

PCO_-004-002 1E+03 _0p amps

PCDS.o0_o_ 2E+o0 _yd_
2 PCO_I 1E+03 32 ampe

differential _ PCO_-004-0_ IE+00 3-5vo_

dlfferen_ _jnal PCDS-006-001 IE+00 :)-Svdc

dlfferentkd signal PCD_-004-001 1E+00

TBD PCDS-O00 TBD TBO

2 TC_SSO_ 1 0-22v,so_ m_
2 e_r__ SV.06.07.09.10 1 Stplx Mtr Dw.

2 nr_ $V-O6,07,09,10 1 O-;_v, 100rm rain
2 GO_ SV-05, 08 1 0-28v, 100ms rain

2 B'_'_ PCOS-004-001 N/A WA

# Of Bits Signal

i (Analog) Purpose

8 Prenure

8 Row Rate

8 Temp. 3 Wire
8 Row Rote

8 _t_s mass.
8 current meaa.

8 4 wire) I_,_ure Sensor
8 Valve F-..._-,

TBO _leasum Coot.., -',-,a_,_

4 Valve P_

Vdve on, off

VaJve _

Flow on/off

8 M_miE,,- SSF Sul_

8 k_.._ SSF Supp_
8 t,,;_,,_,- SSF Supp_

8 /,,;_,,i_,- Unit To.rap

8 _,,_,_ Un# Tamp

8 ,k;o,-._- UnR Tamp.
8 It_ ._._ Untt Tamp

TBD _._ C._,; Pulsing

Location

ER#1

=...ER#I

ER#1

EP,#I

ER#I

ER#1

ER#1

ER#1

ER#I

ER#1

ER#I

F_.R#I

ER#1

E.P,#1
ER#1

ERa1

ER#1

ER#1
ER#1

ER#I

ER#1

Solnd. vldve drtve ER#1
w,lve Orlve Ei_

_,_ valve drh_ ER#1

Solnd. valve ddve F.R#1

TABLE 4-5. - EXPERIMENT RACK #1
DMS SUBSYSTEM INTERFACES

(TCS, GDS, PCDS)
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I
Subsystem [ # Inputs
Interfaces [ per Pare.

Experiment Rack #2 Signals
0CMU and FCU#2 S_gnals

input Signals EP,#2

3C Vnitsge klputs 1 I

_ffere_i DC 1 2

Rt'O 3 1

•1111Erred 1 1

_m_-yope_ E.oo_ 1 a
Clmum I 1

:_mtlom,_ 2 1

3mtanttmtm Mon_ 2

• _,op_ em_ 2
_m'ttm - amum 1

_ yeast 4o
"t_l EffKt D_¢_ 4O

ioc tq:ut_ 1
_1'_ Effect 1

lOCvoltl2e 32
•,lal E_ect 32

_c q_,t i
3Ctnl_ , 1

OC InF,Ut 1

::)CInput 1
E/feet "rBo

FAU #2 _e

output S_gnals EP_2
op_ co_x_ 1

Minx Odve 4

o_rm op,nco.,¢_ 2

MIL-SI"D-1553 I

Unit Sample Parameter # of Bits

Number Rata ..(ape) Range {Analog)

TC8 PT-04 1 0.5 volts 8

TC8 F..M-04 1 Deltl,Meascx. 8
TCS TS-0e>I 0 1 Ohms 8

TC8 FCV-04 1 0.5 vcdt= 8

TC8 FGV-04 1 ._na'y Readout
TGS SO-04 1 Gkmure

.GOS.Fn'.9,_m ! Ohn_ e
G[_ _t-(_tl 0 1 Ohms 8

TeD COSCS._,04 TeD Teo TBO
8 GO$ 8V-08a10 1 81nwy RNdout 4

2 G0s sv-_ 1
1 d_ q. PC0S-007-.0m 't 0-24_d=
1 e_. _. PCOS.OOT-OOl 1. o.loa,_

1 P_ 1E+03 0-240 Vck=

2 PCI_-0(_)02 1E+03 .. I00 ,m'nl_

I PCCS,.oo?,.OOl 2S.+00, 24Vd=
2 _-001 ,, 1E+03 32

dllferentla114_nl_ _ 1E4.00,

differen_d _ _-001 1E+00 0.Svdo

dlffemr¢_ =tffm¢ _ 1E+00 o-r_r¢
dmerm_ ,¢_n= PCOS-01o 1E.+00

TBD PCOS.010 TBD TBD

2 TCS SO-04 1 0-22v, 60n_ n_n
2 Gos sv-_,oT,0o, lo 1 s_ M_Orv.
2 O08 SV-06,07,09,10 1 0-28v, 1COrm mln

2 GDS SV-05, 0e 1 0-2sv, lOOn_ rain

2BUINm PCOS-00_001 WA WA WA',

Signal

Purpose

Pressure

Row Rate

Temp. 3 Wke
Flow Rate

valve,PoCt_
Row on/o_

4 _re) Premxe Sa_r
qatve Poslt_

Measure Contwnmtk_

v,_, Po=_on
Vdve on/off

8 mlt_e rne_.
8 ::urmm me_.

8 _ior',_orSSF S.pp_
a _vx_,_orSSFSep_ob/
e _ SSF SupiW
e _onq,or UnJtTamp
e, _on_or L,k'dtTamp

8 _ Un# Tomp

8 _ Up,,_Tamp
1"8o iv_onttorCurrent Pul_l

LoF..stlon

ERe2
ER#2

ER#2

ER#2

ERr2

ER#2

ER#2

ER#2

El:W2

ERI2

ER#2

ER#2

EP,#2

ER#2

ER_

ER#2

ER#2

ER#2

ER#2

ERr2

ER#2

Solnd. valve drive

Vk)tor Valve 0dve :.R#2

_olO1" vliNe ddve

_nd. wive drtve

aPCM_nor_

TABLE 4-6. - EXPERIMENT RACK #2
DMS SUBSYSTEM INTERFACES

(TCS, GDS, PCDS)
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5. ISSUES AND CONCERNS
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APPENDIX A

Future trades and analyses that may be conducted and may be necessary as the design

develops are:

, SSF data interface: The SSFF must interface to the SSF DMS for top level management

and control, communications to the ground and crew, and to access services e.g. mass
storage, that are provided via the DMS by the Space Station. There are five options that
are available to the payload rack. Each of these will be analyzed and compared to the
others to determine the most appropriate. Since DMS resources are in a conunuous state
of flux, this is a trade that must be done often.

. Mass storage: The SSFF requirement for mass storage is to accommodate different

experiment fimelines and programs and to permit teml_.ary archiving of science mission
data. These requirements need to be reviewed to determine the most appropriate medium
as technology and SSF capabilities change. Candidates for this analysis will include the
SSF Mass Storage Unit (MSU), SSF ZOE recorder (ff implemented), local hard disk
(optical and magnetic), tape (optical and magnetic), and solid state memory.

3. Displays: Even though a Video display selection has been made, advances in technology
point out that this must be tracked to have a design in excess of the state of the art today.

° The Reprogramming of Experiments: This trade study has been done to assess the
feasibility of different technologies for use in the software reconfiguration of the SSFF.
Some of the technologies include: CDROM, magnetic tape, WORM drives, EEPROM
cards, etc. Even with a selection is made for today, it is possible, due to the modularity of
the SSFF to upgrade at a later time. Advances in technology might prove advantageous
to perform an upgrade in the future. This is an option that must be periodically
reassessed.

.J
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APPENDIX B

SSFF DMS-CCU-001

SSFF DMS-CIC-002

SSFF DMS-RU-003

SSFF DMS-RHD-004

SSFF DMS-R.HDHD-004

SSFF DMS-HDR-005

SSFF DMS-HDRPB-006

SSFF DMS-HDRB-007

SSFF DMS-VPU-008

SSFF DMS-CMCU-009

SSFF DMS-CPCS-010-001, -002

SSFF DMS-FCU-011

SSFF DMS-FAU-012

SSFF DMS-DCMU-013

Core Control Unit

Crew Interface Computer

Reprogramming Unit

Removable Hard Drive

Removable Hard Drive High Density

High Density Recorder

High Density Recorder Playback

Electronics

Removable Hard Drive

Video Processor Unit

Core Monitor and Control Unit.

CPC Stimulus

Fttrnacc Control Unit

Furnace Actuator Unit

Distributed Core Monitor Unit

_j

B-2
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Catalog of Selected

Space Station Freedom Experiment and Support Equipment

ITEM

HfW Class: Computer
Last Update: 4/4/92
Item Name: Core Controller Unit

Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: Core Rack
P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 25
Length (cm): 25.4
Width (cm): 37.47
Height (cm): 25.4
Power: 155

Specification ID: SSFF CEI Specification, SSFF DMS-CCU-001 Core Control Unit
Applicable Drawings: TBD
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: The Core Control Unit (CCU), communicates with the SSF CDMS
system, controls and monitors the other SSFF Systems, logs data, and displays the status
information of the experiments undertaken by the furnaces in the SSFF. There are many different
subsystems contained in the CCU: a Space Station Freedom DMS Network Interface Unit (NIU);
SSF Bus Interface Unit (MIL-STD-1553); Furnace Control Bus Interface Unit (FBIU); Core
DMS Bus Interface (MIL-STD-1553); Core Processor/Controller (CPC); Local Memory for the

CPC consisting of EEPROM/RAM; Small Computer System Interface (SCSI); Video Telemetry
Interface; AuxiliarySerial Computer Interface; and a Power Supply.

Potential Uses: Space Station Interface, overall process orchestration, monitoring, and control,
timeline control.

Status

Hardware Availability Information-
Location: TBD

H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC
NASA Contact: Arthur S. Kirkindall

Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL

Performance Rating:

B-3
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM

H/W Class: Computer
Last Update: 4/4/92
Item Name: Crew Interface Computer
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: Core Rack
P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 10
Length (cm): 45.72
Width (cm): 42.55
Height (cm): 35.4
Power: 60

Specification ID: SSFF CEI Specification, SSFF DMS-CIC-002 Crew Interface Computer
Applicable Drawings: TBD
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: PC/AT compatible computer features a 9.7" 640 x 480 pixel VGA
compatible active matrix display, 80386 or 80486 Processor, 120 MByte ruggedized hard drive,
101 key keyboard with trackball,EISA Bus Option, Video digitizerboard for viewing RGB or

NTSC video alongwith tabulardata.

Potential Uses: GRiD type application workstation for interface to computers, and for
re.configuration/control/monitoring.

Status

Hardware Availability Information-
Location: TBD

H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC
NASA Contact: Arthur S. KirkindaU

Organization: MPS
Project Scientist:TBD

Contractor Contact: James G. CampbeLl

Company: Teledyne Brown Engineering,HuntsvilleAL

Performance Rating:

B-4
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM

H/W Class: Computer Drive (Storage Uni0
Last Update: 4/4/92
Item Name: Reprogramming Unit
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 2 Kg
Length (cm): 18
Width (cm): 15
Height (cm): 6
Power: 20 watts

Specification ID: SSFF CEI Specification, SSFF DMS-RU-003 Reprogramming Unit
Applicable Drawings: TBD
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: Holds Facility and Experiment configuration, time lines, and
scenarios, in a non-volatile format for easy reconfiguration of facility and experiment equipment.
EEPROM Cartridge based for high reliability (MTBF 70,000 hr). 40 Meg available now. 100
Megabyte available in near future (93).

Potential Uses: Mass, non-volatile storage of data for other pieces of equipment aboard space
station. Conceivable uses involve experiment data storage for low rate generation payloads during
MTC, or as an effective mass storage media during PMC when crew change out of media is
possible. Removability of media facih'tates ease of transport of new configurations of facility or
experimental hardware with increment trips of NSTS during MTC.

S'Ta  
Hardware Availability Information-

Location: TBD

HfW Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC
NASA Contact: Arthur S. Kkkindall

Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL

Performance Rating:

B-5
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM

H/W Class: Computer Hard Drive
Last Update: 4/4/92
Item Name: Removable Hard Drive

Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 3
Length (cm): 25
Width (cm): 6

Height (cm): 20
Specification IX): SSFF CEI Specification, SSFF DMS-RHD-004 Removable Hard Drive
Power: I0 max

Applicable Drawings: TBD
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: The RHD unit will be a ruggedized 150 Megabyte hard disk drive
contained in an aluminium cartridge. This cartridge will be mounted and locked into a separate
housing assembly which opens onto the front panel of the CCU.

Data and power will be supplied to the cartridge through a self aligning connector mounted in
the rear. The front panel will have a sturdy handle for insertion and removal of the drive urdL The
guide rails will make improper insertion impossible. The Data interface for the Removable Hard
Drive (RHD) will be supplied supplied by a SCSI interface which will tic the RHD into the CCUs'
main bus.

The hard-disk cartridge will be held in the housing assembly by a latching door. This door
will not only lock the drive into place, but also will activate an interconnect switch for cutting off
the power to the drive before the drive can be removed from the assembly. This power down
feature will retract the drive's recording heads to a safe landing zone and latch them into place.

The Ruggedized Hard Drive will be utilized as non-volatile storage for the Space Station
Furnace Facility. This unit can act as a temporary storage media prior to data being written to the
high density tape drive, as well as separate logging of BIT history or other auxiliary data that
doesn't require a great deal of storage.
Potential Uses: Memory buffer for High Density Recorder, storage of Experiment or Facility
log data.

Status

Hardware Availability Information-
Location: TBD

H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB- 10
Quantity:

Center: MSFC
NASA Contact: Arthur S. Kirkindall

Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL
Performance Rating:

J
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM

H/W Class: Computer Hard Drive - High Density
Last Update: 4/4/92
Item Name: Removable Hard Drive

Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 22
Length (cm): 62.23
Width (cm): 48.26
Height (cm): 22.23
Specification ID: SSFF CEI Specification, SSFF DMS-RHDHD-004 Removable Hard Drive
High Density
Power: 200 max

Applicable Drawings: TBD
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: Mass Storage system capable of up to 2.4 GBytes of removable
storage, based on hard drive technology. The Drives themselves are hardened and encased in
canisters that are capable of containing 172 MBytes per container to 1.2 GBytes.

The drive units are capable of 15 G's operating and 60 G's non-operating. Interface is
accomplished through a SCSI interface.

Potential Uses: Memory buffer for High Density Recorder, storage of Experiment or Facility
log data.

Status

Hardware Availability Information-
Location: TBD

H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB- 10
Quantity:

Center: MSFC
NASA Contact: Arthur S. KirkindaU

Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL

Performance Rating:

13-7
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM

H/W Class: Digital Tape Drive
Last Update: 4/4/92
Item Name: High Density Recorder Drive
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 29
Length (cm): 64
Width (cm): 43

Height (cm): 14
Power: 70

Specification ID: SSFF CEI Specification, SSFF DMS-HDR-O05 High Density Recorder
Applicable Drawings: TBD
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: The HDR will have a storage capacity of 1.88 TeraBits and will be
used for storage of experimental data which is to be gathered. The HDR will consist of a formatter
and a tape drive unit.

The formatter will take the data from either the optional high speed data bus (or from the
standardbackplane I/O bus) and willlog thisdatawith header information,add Reed/Solomon

Code, and ErrorDetectionAnd Correction(EDAC) data,serializetheresults,and feedtheresulting

data to thetapedriveforstorage.The formatter/controllerwillalsocontroltheoperation(ramp up,

rccord,playback,ramp down, fastforward,rewind)of the tapedriveitself.
The tapedriveand tapewillbe an integralunitwhich willallowtheDrive and thetapetoboth

be removed asa singleunitfortransporttoground. This concept willallow forease of unloading

and loading of tape as well as checkout and periodic maintenance of the heads and drive
mechanism on the ground instead of in microgravity. The higher reliabilityplayback and

formatter/controllerelectronicswillbe housed in a separateunitwhich remain as partof thecore

facilityinwhich thedrivecan dock.

Potential Uses:

Hardware Availability Information-
Location: TBD

H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC
NASA Contact: Arthur S. Kirkindall

Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL
Performance Rating:

J
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM

H/W Class: Computer
Last Update: 4/4/92
Item Name: High Density Recorder Playback Electronics
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF

Mass (kg): 18
Length (cm): 63.5
Width (cm): 42.67
Height (cm): 13.34
Power: 134

Specification ID: SSFF CEI Specification, SSFF DMS-HDRPB-006 High Density Recorder
Playback Electronics
Applicable Drawings: TBD
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: The HDR Playback Electronics, when playback is desired of the
stored data on the High Density Recorder, takes the data and performs the operations necessary for
recovery of the recorded data. This involves equalization, bit synchronization data decoding, and
output formatting. Also included is a compliment of BIT circuitry for test of data integrity during
playback.

Potential Uses: unformatting of data from Helical Scan Digital Recorders.

Status

Hardware Availability Information-
Location: TBD

H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC

NASA .Contact: Arthur S. Kirkindall

Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL

Performance Rating:

B-9
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM

H/W Class: Digital Data Storage Device
Last Update: 4/4/92
Item Name: High Density Recorder Buffer
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility

P/L Acronym: SSFF
Mass (kg): 2
Length (cm): 25
Width (cm): 6
Height (cm): 23
Specification ID: SSFF CEI Specification, SSFF DMS-HDRB-007 Removable Hard Drive
Power: 10 max

Applicable Drawings: TBD
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: Buffer storage of data to be stored on the High Density Recorder to
avoid problems with start up and loading of the recorder. Removable hard drive technology.

Potential Uses: Extra storage capacity for BIT information or other facility data.

Status

Hardware Availability Information-
Location: TBD
H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC
NASA Contact: Arthur S. Kirkindall

Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL

Performance Rating:

=

J
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM

H/W Class: Computer
Last Update: 4/4/92
Item Name: Video Processor Unit

Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 27
Length (cm): 25.4
Width (era): 48.9

Height (era): 25.4
Power: 145

Specification ID: SSFF CEI Specification, SSFF DMS-VPU-008 Video Processor Unit
Applicable Drawings: TBD
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: The Fttmace Facility Video Processor (VP) will be designed as a unit capable of
capturing NTSC (or related format video) from CCD imagea"arrays located in furnace assemblies, and then digitizing,
frame grabbing, and/or processing the resulting image. The video data (after digitization and any compression or
processing) is then made available to the Furnace Facility Processor for additional evaluation and/or storage in the
High Density Recorder.

As part of the processing available, the system will be scarred include a JPEG/MPEG Standard Compander
which will allow for a variable compression ratio (or no compression at all) to be applied to the data for storage.
The design will also be able to accommodate a video pixel processor which can do interpretation of video data, and
retm'n numerical data to the ground for evaluation.

When the Video Interface is required by the CCU to capture video data, the Core Control Unit will write
selection word(s) to the video processor for the amount of compression (if desired) and TBD parameters needed for
digitization. The CCU will then instruct the Video Interface to start the digitization process. When this task is
complete, the Video Interface will alert the CCU that the digitization task has been completed through the initiation
of an intetrupL This completed datacan then be muted to thedestination of the CCIYs choice; for storage, display,
and/or downlink.

The VPU also contains a CPU to control the operation of the High Density Recorder, Playback Electa_nics,
and HDR Buffer via an RS-422 link, and is also capable of merging non-video facility data with the video data for
storage on the HDR. Also included is an I-IRDL interface for Ixansmission of data to the SSF HRDL Patch Panel
and thereby to ground.
Potential Uses: Processing of video data, compression, decompression.

Status

Hardware Availability Information-
Location: TBD

H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC
NASA Contact: Arthur S. Kirkindall

Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL
Performance Rating:

B-11
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Catalog of Selected

Space Station Freedom Experiment and Support Equipment

ITEM
H/W Class: Computer
Last Update: 4/4/92
Item Name: Core Monitor and Control Unit

Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 20
Length (cm): 25.4
Width (cm): 34.29
Height (cm): 25.4
Power: 43

Specification ID: SSFF CEI Specification, SSFF DMS-CMCU-009 Core Monitor and Control
Unit.

Applicable Drawings: TBD
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: The CMCU will be a data acquisition and stimulus system which will

provide I/O cards that monitor and control functions for the other systems in the Core Facility.
Communication is accommodated with the Core Control Unit in the CMCU design through a 1553
link on which the CMCU is a Remote Terminal. The CMCU responds to requests for data by the
CCU which supervises the operation of the other subsystems in the Core. The Fluids, Thermal,
and Power systems will all be monitored by this system, and monitors items such as thermal
conditions of other boxes to insure that other systems in the SSFF are not overheating and in
thermal runaway. If this should be the ease and any units axe going over temperature, the CMCU
will inform the CCU of the conditions with the appropriate status information. This will allow the

CCU to initiate the appropriate actions, and if necessary, report the status back to the Space Station
Freedom DMS.

These interfaces (where analog) will provide low accuracy (8-10 Bit) acquisition channels for
confidence monitoring, to insure that the other subsystems of the SSFF are operating properly.
This will allow the Core Control Unit to perform confidence monitoring upon the other subsystems
to guarantee the safe operation of the SSFF.

Potential Uses: Remote data acquisition and control system.

Hardware Availability Information-
Location: TBD

H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC
NASA Contact: Arthur S. Kirkindall

Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL
Performance Rating:

B-12
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM

H/W Class: Computer
Last Update: 4/4/92
Item Name: CPC Stimulus

Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF

Mass (kg): 27
Length (cm): 25.4
Width (cm): 31.75

Height (cm): 25.4
Power: 44

Specification ID: SSFF CEI Specification, SSFF DMS-CPCS-010-001, -002 CPC. Stimulus
Applicable Drawings: TBD
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: The Core Power Conditioner Stimulus (CPCS) contains the current
modulation devices for the programming and control of the different heater elements in each of the
furnaces. The CPCS receives its instructions from either the CCU or the FDACS to set the heater
elements toa certainlevelof current.This informationistransferredtothe CPCS via the SSFF

DMS Bus, which linksthe CCU, theFDACS, and theCPCS. The CPCS consistsof:a MiI-STD-

1553 interfaceforcommunication with the CCU (which transferscommands and datafrom the

CCU to theCPCS); theCPCS MicrocontroUer (CPCSM), processesand controlsdata withinthe

CPCS unit; CPCS Analog Control Module CPCS ACM, generatesvoltages to setthe DC/DC

Converters and feeds thisvoltage to them via twisted shielded pairs of wires; the DC/DC
converters,which controlthe currentsuppliedto thefurnaceheaterelements. The Core Power

conditionershave theirmajor controlalgorithmsand experiment profilesaxe allcontainedin the
Core and downloaded tothe CPCS1553 forlocalstorageby thePower Microcontrollcr.These

routinesaxethen invoked viacommands receivedfrom theCCU, dictatingthechange of element

currents,reportof status,runningof BIT, or whatever otheractionsarcdefinedby thef'n-mwarc.

Potential Uses: Control of Thermo Electric Devices, or other transducers which require a
voltage modulation stimulus.

Hardware Availability Information-
Location: TBD

H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB- 10
Quantity:

Center: MSFC
NASA Contact: Arthur S. Kirldndall

Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. CampbcU
Company: Teledyne Brown Engineering, Huntsville AL
Performance Rating:

B-13
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Catalog of Selected

Space Station Freedom Experiment and Support Equipment

ITEM

H/W Class: Computer Data Acquisition System
Last Update: 4/4/92
Item Name: Furnace Control Unit

Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 27
Length (cm): 25.4
Width (cm): 47.63

Height (cm): 25.04
Power: 103

Specification ID: SSFF CEI Specification, SSFF DMS-FCU-011 Furnace Control Unit
Applicable Drawings: TBD
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: The Furnace Conm311er Unit serves (as the name implies) as an instrumentation
and control system that interfaces with the furnace. This unit monitors the conditions associated with the furnace

and is capable of controlling different aspects of the experiment associated with furnace operation. From the
monitoring perspective, the FCU serves to acquire thermal information on the furnace, as well as discrete switches
and positional sensors that are a part of the furnace or the sample. The FCU is designed as a reconfigurablejnoduiar
box with several standard slots, such as an Integral Powea" Supply, an FDMS Interface, a Processor/Memory board,
and an Auxiliary Communications Slot. I/O slots include dedicated Thermocouple slots TBD channels per card, an
optically isolated Discrete input card slot (TBD channels per card), and an Analog card slot with TBD differential
channels, LVDT, RVDT inteMaees. The motherboard for the unit is designed so that there are two different Digital
Buses; one which is dedicated to the higher speed communications links between the processor and its' high speed
l/Os (the FBIU & the Auxiliary Communications Slot) and another utilized for the communications with the various

lower speed I/O interfaces (Thermoeouples, RTD's, positional indicators, diseretcs, and other signals in need of
conditioning or conversion).

In addition the FCU supervises a unit called the Furnace Actuator Unit (FALl) via a dedicated MIL-STD-1553
data bus on which the FCU operates as a Bus Controller, commanding and requesting status from the FAU.

Potential Uses:

Hardware Availability Information-
Location: TBD

H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC
NASA Contact: Arthur S. Kirkindall

Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL
Performance Rating:

B-14
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM

H/W Class: Computer
Last Update: 4/4/92
Item Name: Furnace Actuator Unit

Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 22
Length (em): 25.4
Width (cm): 38.10

Height (cm): 25.4
Power: 120

Specification ID: SSFF CEI.Specification, SSFF DMS-FAU-012 Furnace Actuator Unit
Applicable Drawings: TBD
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: The Furnace Actuator Unit is primarily used for commanding and
controlling operations of furnace activities (translation, actuation, stimulus, other various types of
control etc. The FAU receives its commands from a MIL-STD-1553 link on which it is a Remote

Terminal. This link is coupled to the Furnace Control Unit from which it gets its commands and to
whom it sends its status and data. The FALl contains a MIL-STD-1553 serial data link, coupled
with a supervisory microcontroller, and then I/O cards which include: Furnace Sample Positional
Driver, a Optically-isolated Discrete Output Card with TBD channels, and Analog Voltage Card for
generating fixed or variable analog signals.

Potential Uses:

Status

Hardware Availability Information-
Location: TBD

H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC
NASA Contact: Arthur S. Kirkindall

Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL

Performance Rating:

B-15
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM

H/W Class: Computer Data Acquisition System
Last Update: 4/4/92
Item Name: Distributed Core Monitor Unit

Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 10
Length (cm): 25.4
Width (cm): 24.77
Height (cm): 25.4
Power: 48

Specification ID: SSFF CEI Specification, SSFF DMS-DCMU-013 Distributed Core Monitor
Unit

Applicable Drawings: TBD
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: The DMCU will be a data acquisition system which will provide Input
cards that monitor for the other systems in the Experiment Racks. Communication is provided in
the DMCU through a 1553 link on which the DMCU is a Remote Terminal. The DMCU responds
to requests for data by the CCU which supervises the operation of the other Core subsystems. The
Fluids, Thermal, and Power systems will all be monitored by this system, and monitors items such
as thermal conditions of other boxes to insure that other systems in the SSFF axe not overheating
and in thermal runaway. If this should be the ease and any units are going over temperature, the
DMCU will inform the CCU of the conditions with the appropriate status information. This will
allow the CCU to initiate the appropriate actions, and ff necessary, report the status back to the
Space Station Freedom DMS.

These interfaces (where analog) will provide low accuracy (8-10 Bit) acquisition channels for
confidence monitoring, to insure that the other subsystems of the SSFF axe operating properly.
This will allow the Core Control Unit to perform confidence monitoring upon the other subsystems
to guarantee the safe operation of the SSFF.
Potential Uses:

Status
Hardware Availability Information-

Location: TBD

H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC
NASA Contact: Arthur S. Kirkindall

Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL

Performance Rating:

B-16
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EXECUTIVE SUMMARY

The Space Station Furnace Facility (SSFF) will be a payload for use on Space Station

Freedom (SSF) for the processing of metals in a microgravity environment. The microgravity

environment will be utilized to reduce the effects of convective flows around the hot/cold interface

during processing of the material. This processing will produce homogeneous crystallization of

materials and samples that can reveal knowledge of the materials that cannot be produced in a one

gravity environment.

The SSFF will be a three-rack facility for Space Station Freedom which will be utilized for

conducting experiments in the US-Lab Module A. The first rack (or Core Rack) will contain the

general utilities needed by the furnaces for the processing of materials and major SSFF DMS

computer services (such as SSF interface, data monitoring, processing, storage, and

transmission). The other two racks, Experiment Racks 1 and 2 (ER 1 and ER2), will contain the

furnaces to be operated by the facility, and will be configured so that either one or both furnaces

can be operated. These racks will also contain the specialized monitoring/control units and the

majority of the Mission Peculiar Equipment (MPE) needed by the furnaces.

The SSFF Core Software (SW) will perform many tasks such as: hardware and software

initializations, external and internal command processing, video processing functions, monitoring

and controlling the SSFF Subsystem components (both core and distributed), downloading of

software and data, uplink/downlink capabilities, hardware and software diagnostics/

troubleshooting and data storage and retrieval which will include database maintenance and

verification. In addition to performing these tasks, the SSFF SW will include a real-time operating

system, a network manager and numerous I/O libraries for internal and external communications.

It will also provide external interfaces to the SSF Fiber Distributed Data Interface (FDDI), the

Ground Support Equipment (GSE), the High Rate Data Link (HRDL), the Crew and the

experiment unique software that will be developed independently for the actual operation of each of

the furnace modules.

The components of the SSFF SW will be distributed among the Core Facility Rack and the

Experiment Racks. In addition to those parts of the SSFF SW residing in the Experiment Racks,

there will also be the Experiment-Specific Functions (ESF) software which will be developed

separately from the SSFF SW. Whereas portions of the SSFF SW will remain relatively stable,

the ESF will have to be dynamic, i.e. changed frequently, in order to accommodate addition,

deletion or exchanging of experiments and furnaces.

The SSFF SW will be partitioned into Centralized Core Functions (CCF) and Distributed

Core Functions (DCF). The CCF will reside on those SSFF DMS processors residing in the Core
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Rack and the DCF will reside on those SSFF DMS processors residing in each of the Experiment

Racks along with the ESF.

This document details the conceptual design of the Space Station Furnace Facility Software.

It includes a description of the requirements, an overall SSFF SW concept, and descriptions of the

individual software components necessary to perform the SSFF Software tasks.

iii
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BIT

CCF

CCOS

CCU

CEI

COTS

CSCI

DCF

DCOS

DMS

ER1

ER2

ESF

FCU

FDDI

FDIR

GSE

HDR

HRDL

I/O

LAN

MSFC

MSU

NASA

NTSC

RGB

SCRD

SSF

SSFF

TBD

ABBREVIATIONS AND ACRONYMS

Built In Test

Centralized Core Functions

Centralized Core Operating System

Core Control Unit

Configuration End Item

Commercial Off-The-Shelf

Computer Software Configuration Item

Distributed Core Functions

Distributed Core Operating System

Data Management Subsystem

Experiment Rack 1

Experiment Rack 2

Experiment-Specific Functions

Furnace Control Unit

Fiber Distributed Data Interface

Fault Detection, Isolation and Recovery

Ground Support Equipment

High Density Recorder

High Rate Data Link

Input/Output

Local Area Network

Marshall Space Flight Center

Mass Storage Unit

National Aeronautics and Space Administration

National Television Standard Code

Red, Green, Blue

Science Capabilities Requirements Document

Space Station Freedom

Space Station Furnace Facility

To Be Determined
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1. INTRODUCTION

1.1 SCOPE AND PURPOSE

The scope and purpose of this report is to give an overview of the Space Station Furnace

Facility Software (SSFF SW) requirements and the modular design concept that meets those

requirements. The report includes a description of the requirements, an overall software concept

and description of the individual software functions necessary to perform the SSFF software tasks.

Software areas and functions that require further analysis and/or trades to be performed are

identified in Appendix A.

The task of requirements definition and design concept development was performed by the

Teledyne Brown Engineering Advanced Programs Division through Marshall Space Flight Center

for the National Aeronautics and Space Administration (NASA).

1.2 GROUNDRULES AND ASSUMPTIONS

The following is a list of ground rules and assumptions that were used in the concept

development of the SSFF SW.

.

.

°

.

.

SSFF/Ground interfaces will be handled through the interface to the SSF DMS Services

and will be compatible with either the FDDI or the MIL-STD- 1553 bus.

Specific, unique software functions are required for each configuration of experiments
and furnaces and will be developed by the experiment/furnace developers.

This specific, unique software will be required to request all necessary services and
resources from the SSFF software and will not need to interface directly with the SSF.

Certain software functions will be common for each configuration of experiments and

furnaces and will be developed by the SSFF developers.

The SSFF software functions were derived from both the hardware design concepts and

the Science Capabilities Requirements Document (SCRD).

1-I
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2. APPLICABLE DOCUMENTS

The following documents, latest revision, form a part of this document to the extent specified

herein.

Document Number

SSP 30261
Rev. D

1 July 91

NAS8-38077

August 1990

Architectural Control Drawing

Data Management System

DR-7 Function and Performance

Specifications for Space Station
Furnace Facility

JA55-032

January 1992

MM 8075.1

January 22, 1991

NSTS 1700.7B
December 1991

Space Station Furnace Facility
Capability Requirements Document

MSFC Software Management and Development
Requirements Manual

SSFP Payload Safety Requirements,
Draft

2-1





320RPT0008

3. REQUIREMENTS

3.1 GENERAL

The SSFF SW will meet the requirements identified in the, Preliminary Contract End Item

(CEI) Specifiication, Part I for Space Station Furnace Facility, the SSFF Science Capability

Requirements Document (SCRD), and those requirements derived from analysis of the SSFF

operations and furnace facility mission sets.

The SSFF SW will provide for the following functions: hardware and software initialization;

video acquisition, processing, and distribution; command processing; monitoring and control of

SSFF subsystems; downloading of software and data; uplink/downlink of data, timelines,

commands, and programs; data monitoring and processing; data storage and retrieval; Fault

Detection, Isolation and Recovery (FDIR) for hardware and software; real-time operating system;

network management; interfacing to the SSF FDDI; interfacing with the crew (keyboard and

display); interfacing with the High Rate Data Link (HRDL); interfacing with Ground Support

Equipment (GSE) and interfacing the ESF software. The SSFF SW will be developed in

accordance with the policies, procedures and guidelines of the MSFC Software Management and

Development Requirements Manual, MM 8075.1.

3.2 INTERFACE REOUIREMENT _

This section details the external software interfaces for the SSFF SW system. Figure 3.2-1

illustrates these interfaces.

3.2.1 SSF Software Interface

The SSFF SW will provide the capabilities to communicate with the SSF for

commands/services and transmission of data to ground. At the present time, the actual link is

TBD; however, it will be either the SSF MIL-STD-1553 BUS or the payload Fiber Distributed

Data Interface (FDDI). The SSFF communications software will conform to the appropriate

protocol.

3.2.2 High Rate Data Link (_

The HRDL is a physically separate interface from the interface with the SSF FDDI;

therefore, it requires separate protocol software to handle the one-way transmission. The SSFF

SW will provide an interface function to accommodate transfer of high rate data collected by the

SSFF to the ground. This function will conform to HRDL protocols and support the HRDL

format as necessary (such as the inclusion of "filler" bits into the data stream).

3-1
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FIGURE 3.2-1 SSFF SOFTWARE EXTERNAL INTERFACES
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3.2.3 £x.ra_Iatcxta_

The SSFF SW will provide the capabilities to process keyboard and display data for

receiving input from the crew and generating displays for the crew, respectively. Whenever

possible, Commercial Off-The-Shelf (COTS) software will be utilized for the functionality of this

interface.

3.2.4 GSE Software Interface

The SSFF SW will provide the capabilities to communicate with the Ground Support

Equipment (GSE) to support ground checkout. This interface will allow the diagnostic checkout of

the SSFF to be independent of the Space Station Freedom Data Management System. The

software for this interface will be compatible with the protocol for bidirectional serial

communications ports and FDDI for the commanding and monitoring of SSFF components.

3.2.5 Experiment.Snecific Functions (ESF_ Interface

The SSFF SW will be required to provide an interface to that software which will be

specifically designed for the operation of each experimentor-provided furnace module. This

interface will include downloading software and data to the ESF (such as timelines); collecting and

processing (if necessary) data received from the ESF; responding to requests for SSFF resources

such as power, gas, cooling, etc.; retrieving stored data to be output to ESF for analysis; network

management of the LAN connected to the ESF processor(s); FDIR services; operating system

services. The SSFF SW will also be required to interface with the following systems of the ESF:

the furnace heating system, the furnace translation system (if present), the furnace cavity pressure

system and the furnace current pulsing system. The interfacing to these ESF systems will involve

the hardware, as well as the software, in order to provide or assist ESF hardware control and/or

FDIR efforts.

3-3
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4. CONCEPT DESIGN

4.1 SELECTED CONCEPT

4.1.1 General Descrintion

The scope of this concept report deals with the functionality of the SSFF SW, i.e.,

what functions must the SSFF SW perform in order to support various experiment and

furnace modules, rather than which functions will reside on which processors. Figure

4.1.1-1 is a high-level diagram, or component tree, of these functions. Each function in

the tree could be considered a "candidate" Computer Software Configuration Item (CSCI),

although the identification of CSCIs are usually reserved for the software requirements

phase. As more knowledge is gained about SSFF, these functions may be easily combined

or expanded into different CSCIs since, at this phase, there has been no allocation of

functions to processors. This approach of delaying the allocation of functions to

processors will facilitate greate r flexibi/ity and modularity of the software in the design and

development phases. It also eliminates constant update of the CSCI definitions and

software models if the DMS hardware should require some changes or evolve into a

different configuration prior to the next developmental phase.

The SSFF SW functions will be partitioned into two groups: the Centralized Core

Functions (CCF), which will reside on the processors in the Core Rack and the Distributed

Core Functions (DCF), which will reside on the processors in each of the Experiment

Racks. Figure 4.1.1-2 illustrates this functional partitioning along with some of the high-

level data flows and software activations.

Power-up of SSFF by the Space Station Freedom will first activate the CCF

processes, thus effecting an initialization process which will include self-check tests among

others. After a successful initialization of CCF, then the DCF processes will be activated.

Once there is a successful startup of all of the SSFF SW (and hardware), then the ESF for

each furnace module present will be activated. The high level states for the software

include Initialization, Standby (during which no furnaces are operating), Furnaces

Operating and Shutdown. These high level states, illustrated in Figure 4.1.1-3, Will be

expanded and refined during the design and development phases.

4.1.2 Software Function Descriptioll

4.1.2.1 Centralized Core Functions (CCF_- The CCF will reside on the SSFF

DMS processors contained in the Core Rack and will include the following functions:

1. Centralized Initialization Functions.

2. Command Processing.

4-1
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FIGURE 4.1.1-2 SSFF FUNCTIONAL DIAGRAM
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FIGURE 4.1.1-3 SSFF STATE TRANSITION DIAGRAM
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3. Video Processing Functions.

4. Monitor and Control of SSFF Subsystems.

5. Downloading Software and Data.

6. Uplink/Downlink Functions.

7. SSF/DCF Interface.

8. Core FDIR.

9. Data Storage and Retrieval.

10. Crew Interface.

1 1. CCOS.

12. Network Manager

Each of these is discussed in the following paragraphs.

4.1.2.1.1 Centralized Initialization Functions- These functions will include an

initialization of both the hardware and associated software contained in the Core Rack. The

initialization process will include self-checks and Built-In-Test (BIT).

4.1.2.1.2 Command Proeessin_- This function will receive and process commands

and data coming from the SSF, GSE or the crew. This processing will include validation

of commands and data, based on syntax and compatibility with a system state, and limit

checking of the data. After the validation process, commands will executed or distributed

to the target processor, as required.

4.1.2.1.3 Yideo Processing Functions-These functions will control the

acquisition of RGB video data, image processing and real-time video display, support the

conversion of RGB data to NTSC video format, if necessary, as well as merge non-video

data with digitized video data for storage on the High Density Recorder (HDR) and/or

transmission to the ground.

4.1.2.1.4 Monitor and Control SSFF Subsystem Core Comnonents-These

functions will handle receipt, processing and limit checking of analog and discrete inputs

and outputs from the SSFF Subsystem Core sensors and effectors.

4.1.2.1.5 Downloading Software and Data- These functions will provide an initial

bootstrap loading of the CCF software in addition to the downloading of DCF software and

its associated timeline and configuration data to the SSFF processors.

4.1.2.1.6 Uplink/Downlink Functions-These functions will receive new

commands and data, changes to timelines, changes to software and/or operational

4-5
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parameters from the Ground through the SSF FDDI. They will also facilitate the

transmission of data back down to the Ground through either the SSF FDDI or the High

Rate Data Link (HRDL).

4.1.2.1.7 SSF/DCF Interface .These functions will provide the external

communications to the SSF for commands and services as well as handle the internal

communications of commands and data between the CCF and DCF software. These

functions would provide and utilize necessary I/O libraries and device drivers for these

communications.

4.1.2.1.8 Core Fault Detection. Isolation and Recovery (FDIR).These functions

will perform passive, i.e. non-disruptive, checks on hardware sensors contained in the

Core Facility Rack. They will also handle the exception monitoring and

diagnostics/troubleshooting for the software resident in the Core Rack.

4.1.2.1.9 Data Storage and Retrieyai .These functions will create and maintain

SSFF databases for storage and retrieval of all experiment data including temperature,

pressure and flow rates as well as sensor data and video data. They will handle outputs to

the non-volatile storage media and inputs from the high density storage device. They will

provide database maintenance, verification and configuration control for the CCF data.

4.1.2.1.10 Centralized Core Operating Svstem(CCO,q_.This function will
t

provide real-time operating system for each of the main processors contained in the Core

Rack.

4.1.2.1.1 1 Network Manager -This function will provide network management of

the LANs connected to the CCF processors.

4.1.2.2 Distributed Core Functions (DCF_t- Each Experiment Rack will contain a

common set of DCF. The DCF will include the following functions:

1. Distributed Initialization Functions.

2. Command processing.

3. CCF/ESF Interface.

4. Local FDIR.

5. Data Monitoring and Processing.

6. Monitor and Control SSFF Subsystem Distributed Components.

7. Data Storage and Retrieval.

8. Downloading Software and Data.
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9. Network Manager.

10. DCOS.

Each of these is discussed in the following paragraphs.

4.1.2.2.1 Distributed Initialization Functions.After the CCF have successfully

completed the centralized initialization process and the DCF have been activated, then an

initialization process for both the distributed hardware and associated software contained in

each Experiment Rack will be executed, one rack at a time. This initialization process will

also include serf-checks and BIT, similar to the centralized initialization process.

4.1.2.2.2 CCF Command Processin_-This function will receive and process

commands and data coming from the CCF and ESF software and will issue commands or

responses to commands, if necessary, to the ESF. Processing will include validation of

commands and data and limit checking.

4.1.2.2.3 CCF/ESF Interface. These functions will handle internal communication

of commands, data and services between the DCF and CCF software and between the

DCF and ESF software. In addition, these functions will coordinate resource requests

from the ESF software with the CCF software. These functions would provide and utilize

necessary I/O libraries and device drivers 1;oaccomplish these communications.

4.1.2.2.4 Local Fault Detection. Isolation and Recovery (FDIR_ - These

functions will perform passive (non-destructive) checks on the hardware sensors local to

the Experiment Racks. They will also handle the exception monitoring and diagnostics/

troubleshooting for the software resident in the Experiment Racks.

4.1.2.2.5 Data Monitorin_ and Processing - These functions will handle collection

and limit checking of experiment data from the ESF along with the transmission of this

data to the CCF for further processing, storage or downlinking. If necessary, these

functions would pre-process the data before transmitting it to the CCF or to the DCF Data

Storage and Retrieval function.

4.1.2.2.6 Monitor and Control SSFF Subsystem Distributed Components-

These functions will handle receipt, processing and limit checking of analog and discrete

inputs and outputs from the SSFF Subsystem Distributed sensors and effectors.

4.1.2.2.7 Data Storage and Retrieval .These functions will create and maintain

limited, local databases for storage and retrieval of experiment data including temperature,

pressure and flow rates as well as sensor data and video data. This storage would be

temporary until it is transmitted to the CCF for permanent storage or transmission to the

ground or SSF. These functions will provide the maintenance, verification and

configuration control for the local databases.

4-7
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4.1.2.2.8 Downloading Software and Data .These functions will provide a

bootstrap loading of DCF and ESF software and downloading of timeline and

reconfiguration data to the ESF software residing in the Experiment Racks.

4.1.2.2.9 Network Manager- This function will provide network management of

traffic on the LANs connected to the CCF and DSF processors.

4.1.2.2.10 ])i£trlhuted Core Ogerat|ng Swtem (DCOS)-This function will

provide a multi-tasking operating system for each of the SSFF-provided main processors

contained in each of the Experiment Racks.

4.2 SAFETY

Any software requirements that have been identified as hazardous or resulting in

hazardous conditions shall meet the SSFP Payload Safety Requirements, NSTS 1700.7B

Addendum 1.

4-8
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5. RESOURCE REQUIREMENTS

The memory resource requirements for the SSFF software are currently estimated at

200 Megabytes.

Q

5-1
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6. ISSUES AND CONCERNS

To date, no significant issues and concerns have been identified for the SSFF
software development except for the unclear definition of the SSF DMS interfaces. The
SSFF team will continue to monitor and collect any information available on the SSF DMS.

6-1
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EXECUTIVE SUMMARY

The purpose of the Gas Distribution Subsystem (GDS) is to provide the distribution of SSF

provided gases and vacuum to the furnace modules. It also provides contamination monitoring

of waste gases, and gaseous argon to the furnace modules. The GDS interfaces with the SSF

Lab Nitrogen System (LNS) and the Vacuum Exhaust System (VES). GDS interfaces with the

furnace modules will be the nitrogen, vacuum, argon, and contamination monitoring interfaces.

Presently, the SSF VES has imposed tight restrictions on the levels of allowable

contaminants for vent products. The need exists to vent or store the waste gases in order to

properly operate* furnaces. Three options to implement this function were considered. One

would be to compress waste gases and store them at high pressures when contaminant levels

were exceeded. This method is presently not possible (no compressors exist to perform this

function). Another option would use an available compressor but the compression ratio is not

high enough (would require too large a volume for storing of the gases). Another option would

use a filtering system in conjunction with a contamination monitoring system to determine when

contaminant levels exceeded acceptable limits. This concept relies on the acceptance of

contaminant levels of waste gases under normal furnace operation. Should an ampoule break the

containment of the contamination to a small area is possible by sealing and shutting down the

furnace.

Problems associated with controlling the pressure have surfaced recently. In order to

actively control the pressure in the furnace module a dedicated vent line or the ability to store

some gases needs to be provided to the furnace module. Since SSF does not allow "at will"

access to the vent line the most reasonable solution to this problem is to use a compressor and

storage bottle to properly control the pressure. Other possible methods that would not impact the

furnace modules as much are being investigated. Should one of these prove to be a viable

solution it would be incorporated into the GDS concept.

Based on the difficulties associated with trying to compress and store waste gases the

option requiring no storage of waste gases is the one presented in this report. Preliminary

calculations for resource requirements show a mass of approximately 165 kg and power

requirement of 75 Watts. The bulk of this power is needed for the contamination monitoring

system. For this Non-Dispersive Infrared Spectroscopy and X-Ray Fluorescence units were used

as placeholders.

"These options operate with the premise that waste gases will only be vented under normal furnace
operation. Abnormal operation is when an ampoule breaks (or leaks), contaminating the furnace
chamber.

ii
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The main concerns of GDS are the active control of the pressure and the allowable vent

products accepted by SSF VES. By performing extensive testing and analysis of waste gases for

ground based furnaces it may be possible to show that furnace vent products will not exceed the

contamination limits of SSF. If this were to happen the need for a CMS would be eliminated,

freeing valuable space needed in the core rack. The active control of pressure also impacts the

design of the GDS. Eliminating the requirement for active control during processing would

simplify the design of the GDS making room for other components in the furnace racks.

iii



320RPT0008

AADSF

CCU
CGF
DMS

GDS

GN2

LNS
MTC

NDIR
ORU

PCDS
PMC

QD
SSFF

SSF
TCS

VES
XRF

ABBREVIATIONS AND ACRONYMS

Advanced Automated Directional Solidification Furnace

Core Control Computer

Crystal Growth Furnace

Data Management Subsystem

Gas Distribution Subsystem

Gaseous Nitrogen
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1. INTRODUCTION

I.I SCOPE AND PURPOSE

The intention of this report is to provide a description of the conceptual design for the GDS

of the SSFF. It is part of a research study entitled "Space Station Furnace Facility". The

analyses and investigations presented are intended to fulfill paragraph 5.1.1 of the Statement of

Work. This concept is an update from that presented at the SSFF 5th quarterly review held

June 27, 1991. The work was done by Teledyne Brown Engineering Advanced Programs

Division through Marshall Space Flight Center for the National Aeronautics and Space

Administration.

The SSFF consists of a core rack which will provide a set of standard support services to

one or more furnace modules. The facility is presently configured to operate with two separate

furnace modules. The variety of furnaces which could operate with the SSFF core rack will

demand adaptability in the core to provide the resources needed to operate each type of furnace.

The SSFF GDS will provide an interface to the SSF Lab Nitrogen System (LNS) and

Vacuum Exhaust System (VES). The GN2 will be used as a purge gas to clean the furnace

container while the vacuum vent line will be used to vent the furnace gases• The GDS will also

provide argon as a process gas. The argon will be provided as an ORU and can be replaced by

other desirable process gases.

1.2 GROUNDRULES AND ASSUMPTIONS

The following ground rules and assumptions represent PMC for volume estimates and

MTC for control and operation.

o

2

3.

.

The two furnace enclosures are assumed to have volumes of 708 liters each (25 cu.ft.-

rou.ghly the same size as CGF). This does not include the volume reduction for
eqmpment internal to the furnace enclosure.

Samples will not be launched in the furnace and will be loaded on orbit.

It is assumed that two sample carousels will be processed during a 90 day mission at
PMC, requiring a total of four separate purge cycles. Purging is required before the first
carousel is processed before removing the first set of samples, after loading the second
carousel, and before the second carousel is harvested by the resupply flight.

Purging will involve filling the furnace enclosure with nitrogen two (2) times to
approximately 82.4 kPa (12 psia) to remove moisture and oxygen. The enclosure
contents (air/nitrogen/waste gases) are vented to the vacuum system (if clean). After the
two initial nitrogen purge cycles, the enclosure is back-filled with argon once to
approximately 68.7 kPa (10 psia) for processing three samples. After the third sample
the enclosure will be evacuated and purged with nitrogen and backfilled with Argon for
the remaining three samples. After carousel is completely processed it will be assumed
two more nitrogen purges will be made to sweep the enclosure before sample removal.

1-1
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.

o

o

o

Note: The processing pressure can rise about 13.74 kPa (2 psia) with the enclosure at
50°6 " (touch temp). The minimum pressure currently required for CGF is 0.69 kPa (0.1
psia). Since the SSF Cabin Environment may be at 70 kPa (10.2 psia) minimum, the

SSFF backfill pressure will always be at least 13.74 kPa (2 psia) less. However, for
sizing calculations, 82.4 kPa (12 psia) will be used as worst case to bracket the
maximum argon or nitrogen requirement.

Argon will be assumed to be the primary processing atmosphere, with nitrogen from
SSF used as a purge gas to remove moisture and oxygen from the furnaces between
sample loadings.

Argon will be stored in ORU gas supply bottles having .94 cu.ft. (26.73 liters) of
storage volume each and weighing 13.6 kg (29.9 lbs)/bottle empty.

It is assumed that bottle storage pressure will be 20,713 kPa (3014.7 psia) at 25°C,
(assuming any safety concerns over use of this high pressure can be satisfied).

At this time it will be assumed that furnace products can be vented to SSF, after
•analysis of the contents for acceptance within the contamination limits.

1-2
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2. REQUIREMENTS

2.1 GENERAL

The SSFF GDS shall meet the requirements identified in documents DR-7, Function and

Performance Specifications for Space Station Furnace Facility and the Capability Requirements

Document and those requirements derived from analysis of the SSFF operation and furnace

facility mission sets.

2.2 GDS INTERFACE REOUIREIVIENTS

The SSFF GDS shallinterfacewith the SSF and other SSFF subsystems. The following

sectionsdescribetheseinterfaces.Figure2-I Illustratestheinterfacesof SSFF with theSSF and

the furnacemodules.

FIGURE 2-1. SSFF GDS INTERFACE DIAGRAM

2-1
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2.2.1 SSF GDN Interface

Space Station Freedom (SSF) will provide dry nitrogen to the core rack at 618-756 kPa

(90-110 psia). The gaseous nitrogen supplied to SSFF from the Space Station is specified in

MIL-P-27401C as: Type I (gaseous), Grade C (99.995% pure). This is regulated down internally

in the core to approximately 137-240 kPa (20-35 psia) for safe pressurization of the furnace

enclosures. 6.35 mm (1/4") lines will be used to supply gas (nitrogen and argon) throughout the

facility. SSF will also provide a vacuum line interface to the core rack which furnishes the

furnace modules access to the lxl0 -3 Torr vacuum through a 2.54 cm (1") dia. line.

2.2.2 S_I_ GD,_ Furnace McKiule Interfae_

Argon, used as a process gas, will be provided by an ORU module in the core rack. The

supplied argon will be research grade having the following contaminant levels:

99.9995 % pure

CO2 < 0.5 ppm

CO < 1.0 ppm

H2 < 1.0 ppm

CH4 < 0.5 ppm

N2 < 3.0 ppm

N20 < 0.1 ppm

02 < 1.0 ppm

THC < 0.5 ppm

H20 < 0.5 ppm

dew point = -112°F

This ORU module could be changed to provide other process gases. Most of the furnaces

studied thus far have utilized argon as the inert gas for processing. In the future, however, some

furnaces may require other gases such as helium or hydrogen. Hydrogen would be used to

remove trace amounts of oxygen from some semiconductor materials. A complete evaluation of

the GDS compatibility for use of these other gases is not in the current scope of work and would

need to be fmaaly established as a design requirement before Phase C/D.

2.2.3 N,_ff GDS ,_ub_v_ern_ Interface

An integral part of the operation of the core facility will be the interfacing of the

subsystems with each other. The GDS will require control signals from DMS to be connected to

the valves. Components of the GDS requiring col@late cooling will interface with the TCS, and

PCDS will provide the power to the GDS components.

2.2.4

The crew interface with the GDS will be required to open/close the manual valves

supplying the gases and vacuum to the core rack during the initial setup of the facility.

2.2.5

TBD.

2-2
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3. CONCEPTUAL DESIGN

3.1 TRADES AND OPTIONS

Several options are currently under study for the design of the waste gas vent system. One

of the options is for a specialized waste gas analysis and storage system to be placed in the core

rack of the SSFF. This system might be required, since the acceptability of the furnace vent

products to the SSF requirements has not yet been fully established. In this system a

contamination monitoring system would be utilized to provide analysis of the process gases to

facilitate an active two way processing decision; i.e., OK to vent or have the GDS compress and

store the gas products. Though this option would be an ideal operating mode, technological (a

compressor required for this purpose would consist of many stages, making it massive and power

hungry) and logistical problems prevent it from being an economical or fully viable solution.

Another possible option for the vent system would use filters and a contamination

monitoring system which could reliably detect and safely remove (if possible) the hazardous or

unacceptable vent products. Figure 3-1 illustrates this concept. The design is based on the

assumption that venting to the VES is possible under normal furnace operation. Products from a

ruptured experiment ampoule could not be vented nor should the astronauts be exposed to the

hazardous products. At this time the GDS is not responsible for detecting a ruptured ampoule,

however it would react to notification of such an event by shutting down operations, locking out

a vent command, and sealing the furnace for the remainder of the mission. If this situation

occurs the astronauts would remove the contaminated furnace and transport it back to Earth for

decontamination. Possible contamination products would include, but are not limited to"

moisture, particulates, hydrocarbons, and other trace gases which might react with or degrade the

SSF vent line. Ascertaining the complete nature of a filtration system design requires more study

and data collection on the vent product composition from a number of furnaces. With this data a

more comprehensive analysis and search can be made for filtration materials, which could

effectively neutralize the products to SSF acceptable limits.

A third option would rely on testing and data generated on the vent products of furnaces.

Ideally the furnaces would go through a lengthy check out procedure to "prove" that the waste

gases are safe to vent to station. This option would require an extensive amount of testing and

data analysis of the furnaces that would be on SSFF. Provided all of the candidate furnaces

check out for off gassing of contaminants this design would prove to be simple and the easiest to

implement.
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3.2 SELECTED CONCEPT

Problems associated with compressing and storing of contaminated gas from furnaces rule

out the first concept. The third option would be difficult to implement due to the large number of

furnaces that would need to be considered. The selected concept for the GDS is the second one.

It involves the analysis of waste gases and vents or seals the furnace depending on the

contaminant levels.

3.2.1

The SSFF consists of a Core Rack which will provide a set of standardized support services

to one or more furnace modules. At this time, the facility is being configured to operate with two

separate furnace modules. The variety of furnaces, which could operate with the SSFF core,

demand adaptability of the core to provide the resources needed to operate each furnace. In the

GDS, this adaptability is provided by distributing elements of the system hardware between the

core and experiment racks, and by making the elements in the core as flexible as possible for

reconfiguration, maintenance, and upgrading (as required).

Currently, the GDS is configured to automatically regulate and control the flow of either

nitrogen or argon as a purge or process gas using the DMS CCU (see the DMS Concept

Description for clarification of the CCU function and performance).

The preliminary conceptual design for the GDS can be broken into three basic elements for

discussion: the Core Rack Gas Supply, the Experiment Rack Provided Components, and the

Core Rack Vacuum/Vent System. The f'mal design of the GDS will depend on the outcome of

several safety and hardware related issues which must be resolved with the users and Work

Package 1.

Though some experiments performed within SSFF may contain hazardous materials such

as mercury, beryUia, and arsenide, etc., the analyses of venting products made to date indicate

trace contamination levels are relatively benign (unless an ampoule has broken). The present

tight contamination concentration limits permitted by SSF in the vent products will require SSFF

to analyze the gas content and process (filter and neutralize) all gases/materials not within

specification. The high risk development technology associated with these type hardware items

would not be necessary, if the concerns over contamination of the vent products (except in the

case of ampoule rupture) could be eliminated. TBE has developed a preliminary data base on

vent products collected from CGF and the AADSF furnaces during some laboratory runs. Plans

are also in work to collect vent line analyses from several SpaceLab missions to add to the data

base. If this compilation of data continues to show relatively clean results, then the complexity

of the vent gas processing equipment can be greatly reduced.
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As shownin Figure 3-1, the GDSwill interfacedirectly with the SSF Gaseous Nitrogen

Supply line, and the VES through QD's located on the utility interface panel. The rack

interconnect supply lines (gas and vacuum), with QD's on either end, run in a tray assembly on

top of the stand off. The tray holds the lines in a prescribed orientation to insure organized

routing from the core rack interface plate to vertical interface panels on the two furnace racks.

The tray will also insure the lines do not become entangled (during rotation) and prevent each

rack from being folded out in 60 seconds for emergency access to the Lab shell.

3.2.1.1 _ - SSFF will provide an interface to the SSF Lab Nitrogen System

(LNS) to be used as a purge gas. A process gas, such as argon, will also be provided to the

furnace modules. Appendix A contains the assumptions and the sizing calculations of the argon

storage system and quantity of nitrogen required from SSF.

3.2.1.2 Filter System - An integral part of a successful gas distribution system would

include a filter system enabling the furnace to vent waste gases to SSF. In the technical report

"Space Station Furnace Facility Venting Requirements Task" (SSFF-VTR-001) written by

Teledyne Brown a four stage filter system was described that might be used by the GDS to clean

up waste gases generated by the furnaces. The following is from that report.

The proposed SSFF Filter system would likely involve multiple stages of various

components with different design functions. For example:

Stage 1 could be a particulate filter to prevent furnace materials and dust from passing
into the SSF vacuum vent system.

Stage 2 could be a cold trap which would prevent metal and other low vapor pressure
substances from further progress into the venting system.

Stage 3 could be an adsorption system using granular activated charcoal. This would
provide a wide spectrum adsorption capability to minimize the passage of normal
furnace out-gassing materials such as cleaning solvents and lubricants.

Stage 4 could be a special application filter stage designed to absorb or neutralize

known hazardous materials in the samples being processed. This stage might have
several different internal designs using different active agents but all using the same
SSFF interface attachments. Mission specialists might install specific filter components
depending on the samples being processed by the SSFF. For example, a special
mercury adsorption compound could be installed before the processing of HgCdTe
samples. The next PI might have a GaAs sample which would require astronauts to
change out the activated filter for an arsenic neutralizing compound.

The various stages of the SSFF Filter System do not have to coexist within the SSFF rack.

It makes more sense for stages 1, 2, and possibly 4 to mounted directly on the individual SSFF

furnace experiment containers. The cold trap could use a branch of the furnace water cooling

water for its active temperature control. The particulate filter could be installed at the vent port
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of the furnace container, where the crew could inspect and change it easily. The special

absorption filter might be installed either at the furnace or within the SSFF. Mounting pre-filters

at the furnace rack could minimize contamination of the interrack vent lines. Since stage 3 is a

general generic all purpose filter it could be installed within the SSFF rack. All of these gas

treatment devices would require occasional change-out by the crew.

The different stages of the filter system would not have to be located within the SSFF rack.

Stages 1, 2, and 4 could be mounted on the furnace module. Stage 3 would be the only one

required to reside with the rack equipment. However all stages would require changeout by the

crew after they were no longer effective.

3.2.1.3 yaeuum Vent System - The core rack vacuum system consists of the plumbing and

control components which vent furnace products to the SSF VES. There is also a vent line on

the gas supply which connects within the core rack to the vacuum system for maintenance and

system shutdown operations.

3.2.1.4 Furnace Pressure Control - In order to perform active control of the gas pressure

inside the furnace module (as specified in the Science Capabilities Requirements Document)

access to a dedicated vacuum line would need to be available at anytime during sample

processing to remove excess gas as the pressure inside the furnace module increases. Since this

is not possible (due to contamination concerns of the of the vent line and scheduling) other

possible options need to be considered. Two options being considered will be described in the

following sections.

3.2.1.4.1 _ompre_._tl Ga.q Storage - As the temperature of the process gas rises the pressure

will increase. To compensate for this a compressor (pressure control vacuum pump) would be

used to store any excess gas in a storage bottle. Figure 3-2 illustrates this option. Limited

availability of volume in the Experiment Racks will severely limit the size of storage bottle and

compressor that could be used with this option. A realistic compressor that might be used in this

application would only allow for a maximum pressure differential of 90 psi in a .94 ft 3 storage

bottle. This could allow for 2-3 psi fluctuations within the furnace module.

3.2.1.4.2 Constant Temnerature Gas- Pressure rise of"the process gas is related to

increasing temperature inside the furnace module. Another possible option to control the

pressure would be to control the gas temperature (constant temperature = constant pressure). A

water to gas (argon) heat exchanger would be located inside the furnace module with a fan to

control flow of gas over the heat exchanger. Provided the heat exchanger could effectively

remove any heat added to the gas, the pressure inside would remain constant. To act as a buffer

for this option a storage bottle and pressure relief valve would be connected to the furnace
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module. The pressure relief valve would let gas into the storage bottle if the pressure began to

rise. Figure 3-3 is an illustration of this concept. As stated with the previous option only small

fluctuations in pressure could be handled.

3.2.1.4.3 Selected Pre._are Control - The option of controlling the pressure by controlling

the temperature has not been completely investigated. Therefor this report will follow the

compressed gas option to control the pressure. The temperature control process will continue to

be investigated. If it proves to be a feasible approach for pressure control it will replace the

compressor option.

3.2.2

The core rack gas supply can be seen (Figure 3-2) to have two separately regulated gas

supply loops. The f'trst one starts at the argon ORU module. It consists of a structural frame

sized to fit in a logistics tray slot 26.7x45x76.2 crn (10.5 h x 17.75 w x 30 d). The frame holds

the gas storage bottle and has a face plate which mounts to a manual boule outlet valve and a

boule pressure gauge. The frame is designed to align the gas supply QD with the core rack

mating half when the tray is inserted and locked into place. Figure 3-4 illustrates the argon ORU

concept. Gas would flow from this module through the gas control assembly ORU. The gas

control assembly filters and regulates (from 3000 to 20-35 psia) the gas. The supply and

regulator outlet pressures are both sensed by transducers which feed the Core Control Unit

(CCU) computer and are also displayed visually on the operator's panel. The argon can be

released to the furnace block valve by latching solenoid valve SV1.

Nitrogen enters the core rack from the station feed at 618-756 kPa (90-110 psia) and passes

through a manual shutoff valve, triter, latching solenoid valve, and regulator. The pressure in the

station system should be available from the Station DMS, while the regulator outlet setting is

also fed to the CCU and read out visually. The SV2 block valve releases nitrogen to the furnace

rack. Only one gas supply system is expected to be open at a time (nitrogen or argon); however,

through the use of check valves and a cross over valve (SV3) the two systems can be cross

connected under certain conditions should either regulator fail.

The VES line (Figure 3-2) connected to the furnace will only have two solenoid valves

(SV6, SV7) and one filter (FS3) to keep the flow of exhaust gases as unobstructed as possible.

The Contamination Monitoring System is presently using two separate techniques for analyzing

exhaust gases. An X-ray Fluorescence (XRF) system to detect possible metal vapors and a Non-

Dispersive Infra-Red (NDIR) system to analyze gas quality. The XRF will use a sensor located

in the furnace module (CS1) while the NDIR will branch off from the main VES line to check

gas sample quality (CS2).
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3.2.2.1 l_ - The core rack contains the majority of the components of the

GDS. Table 3-1 lists the GDS components located in the core and the salient characteristics of

each. Figure 3-5 shows the ORU breakdown and the components they contain. Figure 3-6

through 3-11 illustrate how some of the components would look. Figures 3-12 &13 show how

the GDS components would look when installed in the SSFF racks.

In the plumbed portions of the GDS, gases flow through 6.35 mm O.D. stainless steel

tubing of 0.71 mm wall thickness. The gas will flow through at least a 5 micron nominal size

filter and check valve when entering the system. The filter is used to remove any particulates

that may cause damage to downstream components, specifically pressure regulators.

Purge or process gas coming from the core rack to the furnace rack will encounter a

normally closed solenoid valve which must be energized and held open for pressure to reach the

enclosure. The furnace pressurization is controlled by the CCU computer using pressure

feedback data processed by the Furnace Control Unit (FCU) from sensors on the furnace (PT4 or

6). The block valves (SV5 or 8) are cycled as required to achieve the desired pressure. A purge

cycle will always follow a vacuum cycle, where the enclosure has been evacuated by the vent

line through SV7 or 10. Vacuum levels will be monitored by transducers, PT1/9 or 3/10, and the

data provided to the CCU for control of the pump and valves.

For safety reasons, pressure relief valves are required to be provided with the furnace

module. The schematic shows redundant pairs (PRI&2, PR3&4) which are to be set at the

required relief setting based on the particular structural strength of the furnace enclosure.

Because of concerns over hazardous contaminations in the vent products, the relief valves have

to be tied into the vacuum vent line, which returns to the core rack. Whenever conditions exist

that could cause the furnace enclosure to be over pressurized (i.e. during pressurization or in

certain heat up conditions) the vent line will be configured (through PR1-4) to give a relief path

to the SSF vacuum exhaust system.

3.3 SAFETY CONCERNS

The GDS conceptual design presents several significant safety concerns for the SSF and its

crew. Some of the more hazardous safety issues associated with the GDS design include:

Use of high pressure gasses with the potential for explosive rupture with fragments.
Typical hazard control measures for high pressure systems include designing pressure
vessels to MIL-STD-1522A which requires applications of fracture control techniques.
Lines and fittings will be designed to appropriate safety factors of 2.5 ultimate based on the
system maximum design pressure (MDP). When regulators, relief valves, etc., are used to
determine MDP, the system will have a level of failure tolerance appropriate to the hazard
classification level.

.,_j

3-10



320RPT0008

TABLE 3-1. GDS COMPONENTS

!Component

Check Valves

Compressor

Storage Tank

Pressure

Transducers

Vacuum
Transducers

Manual Valve

Manual Valves

Solenoid
Valves

Solenoid
Valves
Pressure Relief
Valves

Accumulator

Safety Switches

Regulators

Quick
Disconnect

Quick
Disconnect

Filter System

Schematic
Number

CV1 - 6

CMP1,2

STR1,2

PT1-4,6

PT5,7

MV1

MV2-4

SV 1-5,8,11-
16

SV6,7,9,10

PR1-4

ACC1,2

SS1- 4

RE1 &RE2

QD 1,2,5,7,9

QD3,4,6,8

FS 1 - FS4

Purpose

I/4" gas check
valves

pressure control

pressure control

gas pressure
sensors

Vacuum level
sensors

gas valve

gas pressure
valves

gaspressure
valves

vacuum line
valves

Furnace

pcreSSure relief
MS vacuum

chamber

QD connected
confirmation
pressure
regulators

1/4"gas line

QD
1" vacuum line

QD
gas supply
& Vacuum

Dperating
Pressure

t_an_e
20.68

_103kPa

10-600
tPa

3-1000
c,Pa

3-
). 344kPa
2-20.68x

103kpa

10E-3 ton

20.68

tl03kPa

1.034x10
3

kPa

20.68

xl03kPa

10E-3 tort

TBD

TBD

TBD

20.68

xl03kPa

m
137-
241kPa
out

rBD

rBD

20.68
_103kPa

1.034x10
3

kPa

_- 10-3tort

temperature
gange

-40°C to
121°C

10oc .'40oC

10oc - 40oC

0-71°C

I'BD

t

I'BD

.25oc.
150°C

Max

AP

(psig)

51.71

xl03kp

a

TBD

TBD

TBD'

TBD

TBD

TBD

25°C - TBD
200°C

25°C - TBD
200°C
rBD TBD

rBD TBD

rBD

t. to 49°C

rBD

rBD

•68 - 71 °C
•185 - 71 C
FBD

TBD

TBD

TBD

TBD

N/A
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Centralized Components

Core Rack

A_on belle
i:_-u4um 9auge (PG1)
manual vaJ_ (MY1)
quick d_", (COS))

--I Gas Supply ORU [

I
I
Dis_buted Components

I
Furnace Rack #1

1 Gas In ORU [

_ (cos)
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SSFF GDS Components

'_1 Vacuum out ORU J
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FIGURE 3-5. ORU BREAKDOWN
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GAS CONTROL ASSEMBLY

I

/
GAS SUPPLY MODULE

I

I

Figure 3-12. Illustration of how centralized GDS components are arranged in the core rack.
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STORAGE

LIUM PUMP

/
I

VACUUM FILTER
MANIFOLD

RELIEF VALVE
MANIFOLD

Figure 3-13. Illustration of how distributed GDS components are arranged in the experiment rack.
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Overpressure control of high temperature furnaces processing hazardous experiment
sample materials which must be contained to preclude crew exposure to toxic materials
and/or release of materials corrosive to SSF hardware. Hazard controls will include

provisions for two pressure relief devices on each furnace module (ideally, the issue of "at
will" access to the SSF (Vacuum Exhaust System) VES must be resolved to make the use
of relief valves a viable hazard control. (Note: the furnace pressure control schemes
discussed in para. 3.2.1.2 are for small pressure fluctuations and are not considered as
hazard controls).

The necessity for venting to space through the SSF VES which constrained to accept only
"non-hazardous" furnace exhaust products. Obviously, :vent "at will" is not feasible for the
furnace modules due to the hazardous nature of many experiment sample materials that are
planned to be processed (e.g., mercury). The approach proposed in the present conceptual
design (contamination monitoring and filtration of potential furnace exhaust products,
combined with the capability to shutdown and seal the furnace if necessary) is acceptable
as a hazard control. This assumes that the technology is feasible.

Use of rotating devices whose structural failure could result is release of fragments.
Structural failure of high speed rotating devices such as compressors are typically
controlled by containment devices, protective devices such as overspeed control, plus
adequate structural design, including application of fracture control techniques.
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4. RESOURCE REQUIREMENTS

4.1 POWER

The GDS will require power for several of its components which are listed in the table

below. Some of the GDS active components can be manually or remotely operated by the CCU

computer to support man-tended or automatic operations. Table 4-1 lists the GDS components

requiring power and their operating characteristics. Power estimates for valves, CMS, and

compressor are based on a 5% duty cycle.

4.2 MASS AND VOLUME

Table 4-2 summarizes the mass and volume requirement of the components of the GDS.

4.3 SSFF TCS INTERFACE REOUIREMENTS

Most of the GDS components will not require an active cooling system. The only

component needing a coldplate will be the Contamination Monitoring System. The level of

cooling at max power consumption is estimated at 150 Watts. This is based on using a

combination of Non-Dispersive Infrared spectroscopy and X-Ray Fluorescence. If a compressor

if used to control the furnace module pressure it will require a TCS col@late.

4.4 SSFF DMS INTERFACE REOUIREMENTS

The GDS will require several interfaces to the DMS subsystem for control of the

following operations: start-up, standard operation, emergency safing, maintenance/

reconfiguration, and shutdown/securing. Under standard conditions the GDS will require

minimum crew interaction (manual valves must be configured to enter or leave a secured

cbndition). The DMS system will monitor all valves, sensors, and verification systems within

the GDS.

4.6 STRUCTURAL INTERFACE REOUIREMENTS

The GDS components will require adequate mounting structures within the racks for

virtually all the components in order to survive the flight and ground handling loads. It is

planned to group the majority of the control components into a tray-like assembly approximately

the same size as the gas storage module. The face plate of the tray would be the manual

operations panel, giving the astronaut access to the manual valves, push button control of the

electric valves, and visual indication of the system status.

4-1
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Location

Core

Core

Core

Core

Furnace

Furnace

Furnace

TABLE 4-1. GDS COMPONENTS REQUIRING POWER

Component Qty. Power/each Power Req (watts)

(watts) (5% dut 7 cycle)
Latching 4 36 7.2
Solenoid valve

Manual 1" valve 1 2 2

Pressure 3 1 3
Transducers

CMS 1 150 7.5

Latching 12 36 21.6
Solenoid Valve

Compressor 2 200 20
Pressure 6 2 12
Transducer

]1 Total 73.3 watts

TABLE 4-2. MASS AND VOLUME REQUIREMENTS

Location

Core Rack

Furnace Rack

Component

Argon Supply & Bottle

Latching Valve (SV 1 - 4)

Manual Valves (MV1 r214)

1" Manual Valve 0_IV3)
Regulator (RE I _2)

1/4" Filter (FS lt2 )

Pressure Trans (PTlI2T3)
Pressure Gauge _ 1)

Contamination Monitor

Check Valves (CV 1 -4)
1/4" Q Disconnect(QD112,9)

Vacuum QD (QD3,4)

Plumbingr/Hoses/Fittin_s

Latching Valve(SV5T16 )
Pressure Relief (PR1 - 4)

Vacuum Filter_S3r4 )

Pressure Transducer(4-9)
Compressor (CMPlr2)

Waste Gas Storage (STR 1r2.)

Q Disconnect(qD5r7 )
Vacuum QD (QD6,8)

Accumulator (ACC1 r2)

1/4" Check Valves (CV5-8)

Plumbingfllose/Fitting

Dimensions (cm)

26.7 X 45 X 76.2

5.4 X 7.95 X 15.75

4.29 X 2.54 X16.5
8.2 X 6.4 X 18.5

11.7 X 5.4 dia
11.89 X 2.84 dia

12.4 X 5.94dia

11.43 alia

TBD
5.0 X 1.68 dia.

TBD

TBD

TBD

5.4 X 7.95 X 15.75
14.1 X 5.1dia

11.89 X 5.0 dia

12.4 X 5.94dia
26.2 X 11.5 X15.5

26.7 X 45 X 76.2
TBD

TBD

TBD

5.0 X 1.68 dia.
TBD

Qty. I Mass/Unit Total Mass(kg) (kg)
ill

1 17.5 17.5

1.0 4.0

0.22 0.66
2.35 2.35

0.9 1.8

2 0.17 0.34
3 0.175 0.51

0.5 0.5

30.0 30.0
0.16 0.80

3 0.11 0.33
2 1.60 3.20

6.00 6.00

1.00 12.00

1.6 6.4

N/A

12
4

2 3.63 7.26
6 0.17 1.02

2 15.00 30.00

17.5 35.00
0.11 0.22

1.60 3.20

0.50 1.00

0.16 0.64

N/A 2.0 2.0

[1 Total 162.85 kR
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v

Component
Name

Pressure
Sensor
Manual Valve

Solenoid
Valves

Switches

TABLE 4-3. GDS DMS REQUIREMENTS

I Schematic [ Qty. _d Signalnumber Purpose

PT1-PT8 8 1 analog output sense
3er sensor, pressure

MV3 1 2 analog pos.
ndication

SV5 - SV8 2 I relay control iclose/ open,
4-2 analog indication

Sample Rate(samples/see)

1

SS1-SS4 4 analog. _D
onnected

BitConversion

16

16

16

16

4-3
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5. ISSUES AND CONCERNS

The main concerns of this concept are problems dealing with trying to vent gases with

contaminant levels to the SSF and the active control of the pressure inside the furnace module.

To deal with this issue, gas analyses of furnaces operating under normal (no ampoule breakage or

leaking) conditions will be submitted to SSF for approval as acceptable vent products to the

vacuum exhaust system. Therefore the furnaces operating normally should be able to vent

directly to the SSF. If the gas analysis indicates abnormal contaminant levels (possible ampoule

leak or break) the furnace will be shut down and sealed (to prevent spreading contamination) for

the remainder of the mission. The waste gases will be monitored by a Contamination Monitoring

System.

Active control of pressure is another concern of this report. Due to the restrictions on

contaminant levels and scheduling of access to a vent line limits the amount of control of

pressure achievable without impacting the design of the furnace modules. Eliminating the

requirement for active control of pressure for furnace modules would relieve design difficulties

and leave more room for furnace modules in the experiment racks.

5-1
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APPENDIX A: CALCULATIONS

Gas Storage Calculations:

Gas Equations: m = pV/RT

Argon: R = 38.7

Bottle Storage Volume:

m = (3,014.7psi)(144)(.94 cu.ft)/(38.7 ft-lbf/lbm-R)(537R)

= 19.6 lb/botde

2 Furnaces with 4 Argon fills/90 days:

m=(12 psi)(144)(200 cu.ft)/(38.7 ft-lbf/lbm-R)(537R)

=16.63 Ibm

Therefore, approximately 85% of the supply bottle will be required. The bottle moclule would

have to be replaced before starting a new batch of samples on the next mission.

Nitrogen required from SSF for furnace our_es: R=55.2

2 Furnaces with 8 ventsD0 days:

m = (12psi)(144)(400 cu.ft)/(55.2 ft-lbf/lbm-R)(537R)

= 23.3 Ibm

Therefore, approximately 23 lbs of nitrogen is required from SSF.

Waste Gas Bottle Storage Needed

If both the argon and nitrogen had to be pumped to the waste gas storage bottle, it would

take 3 bottles to store the volume of gas just calculated at 3000 psi, see below.

For 2 Furnaces, 2 Sample Runs Each, 90 days:

23.3 Ibm nitrogen + 16.63 Ibm argon = 39.93 Ibm total

Per Sample = 4 nitrogen purges + 2 Argon Purges = 19.96 Ibm

The molecular weight of nitrogen is greater than argon therefore a 3000 psi waste gas bottle can

hold:

m = (3014.7)(144)(.94)/(55.2)(537) = 13.77 Ibm nitrogen.

Following the operational sequence outlined we would see the following:

A-2
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1st Bottle,

1st Sample:

2nd Bottle,

1st Sample:

Load 2nd Samole

2 nitrogen purges

Total

£1me,
3rd Bottle,

2nd Sample:

2 nitrogen purges = 5.83 lbm (42.3% of bottle)

2 Argon purges = 8.32 lbm (42.4% of bottle)

Total = 14.15 Ibm (84.7% Full)

2 nitrogen purges = 5.83 Ibm (42.3% of bottle)

= 5.83 Ibm (42.3% of bottle)

= 11.66 Ibm (84.6% Full)

2 argon purges = 8.32 Ibm (42.4% of bottle)

2 nitrogen purges = 5.83 Ibm f42.3% of bottle)

Total ---14.15 Ibm (84.7% Full)

Therefore it will take three waste gas storage bottles and one argon supply bottle for the 2

furnace, 2 sample, 90 day scenario described.

The technical feasibility of compressor hardware to achieve 3000 psi storage pressures while

producing a vacuum suction, has not been established. The most likely candidates can only

produce something like a 90 psi discharge head. On that basis the waste gas storage volume will

be recalculated, this time assuming that only the argon process gas is stored and that the nitrogen

purge gases are vented.

200 cu ft @ 12 psia = x cuft @ 90 psia

x = 26.7 cu ft @ 90 psia

This corresponds to roughly half the available volume of a standard space station rack.

A-3



320RPT0008

Pressure control calculations:

Assumptions: Absolute max pressure able to compress to 100 psi.

greater than 2 psi. Volume of furnace chamber 25 ft3.

control storage tanks.

Initial mass of argon in furnace chamber:

PV = mRT Argon: R = 38.7 (ft-lbf/°R-lbm)

T = 25 °C (77°F)

m = PV = (10 lb/in2X144 in2/ft2)(25 ft 3) = 1.732 Ibm
RT (38.7 ft-1bfPR-1bmX537 °R)

Pressure rise in furnace no

Operating pressure: 10 psi. Volume of

Volume = 25 fi3

P = 10 psi

Temperature of gas after 2 psi pressure increase:

T2 -- PV = (12 lb/in2)(144 in2/ft2)(25 ft 3) = 645 °R (185 OF)
mR (1.73 lb)(38.7 ft-lbfffR-lbm)

Mass of argon in furnace at T2 maintaining pressure of 10 psi:

m2 = PV = (10 lb/in2)(144 in2/ft2)(25 ft3) = 1.4422 Ibm
RT (38.7 ft-lbf/'R-lbm)(645 OR)

Amount of mass to be stored to maintain constant pressure in furnace chamber

m - m2 = 1.732 Ibm - 1.4422 Ibm = 0.2898 Ibm

Amount of argon that can be stored in pressure control vessels:

m = PV = (100 lb/in2X144 in2/ft2)(.94 ft 3) _- 0.65 Ibm
RT (38.7 ft-lbf/eR-Ibm)(537 OR)

Number of samples that can be processed before storage tank is full •

# of samples = 0.65 lb total storage = 2.24 samples
0.29 lb/sample

A-4
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APPENDIX B: TRADES AND ANALYSIS

Trades and Analysis: Due to the various options for handling the waste gas problem on

SSFF it would be beneficial to perform studies in the following areas:

1. Gas analysis techniques to determine the most desirable method for indicating
contamination levels of the gases of SSFF.

2. Filtering and particulate removal in gases.

3. Waste gas handling techniques.

B-2
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Component Specification Sheet
SSFF GDS-ARG

Component ID #: GDS-ARG

Nomenclature: Gas Supply Module

Description: This module supplies processing gas to the furnace modules. Initially it will
hold 8.8 kg of Argon at 20,684 k.Pa. The module will use quick disconnects for
connecting to and from the Gas Control Assembly. Line size is 6.35 mm dia.

Quantity: 1

Input Voltage: N/A

Heat Rejection: N/A

Dimensions: 26.7 x 48.3 x 83.8 cm (10.5" x 19" x 33") HWD

Mass: 22.5 kg (full)

Component Specification Sheet
SSFF GDS-VO

Component ID #: GDS-VS

Nomenclature: Vacuum Supply Assembly
Description: The Vacuum Supply Assembly is a collection of tubing, valves, pressure

transducers, filters, and contamination sensors. Waste gases from the furnaces axe
routed through this unit which filters and holds a sample of the process gas while
contamination analysis is being performed. The diameter of the vacuum line is 1".

Quantity: 2 (GDS-VS-1 &GDS-VS-2)

Input Voltage: 120 Vdc for operation of the valves

Heat Rejection: TBD

Dimensions: TBD

Mass: TBD
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Component Specification Sheet
SSFF GDS-STR

Component ID #: GDS-STR-1

Nomenclature: Gas Pressure Control Storage Vessels

Description: The storage vessels are used as a temporary holding place for expanding gases
as the pressure inside the furnace chamber rises. Two vessels (16.5 dia x 71.1 cm
long) will be ganged together. A compressor will be used to pump gases into the
storage vessels. The line to the tank will be 1/4" dia.

Quantity: 2 (GDS-STR-1 & GDS-STR-2)

Input Voltage: N/A

Heat Rejection: N/A

Dimensions: 33 x 16.5 x 71.1 cm (two vessel attached together)

Mass: 15 kg

Component Specification Sheet
SSFF GDS-CMP

Component ID #: GDS-CMP-1

Nomenclature: Pressure Control Vacuum Pump

Description: The vacuum pump is used to control the pressure inside the furnace inside the
furnace module during heat up. The compressor stores excess gases in the storage
vessels to maintain constant pressure inside the furnace as the gas expands. A cooling
jacket is built in to the compressor.

Quantity: 2 (GDS-CMP-1 & GDS-CMP-2)

Input Voltage: 120 Vdc

Heat Rejection: TBD watts into a cooling jacket.

Pressure Diff.- 90 psid

Dimensions: 26.2 cm x 11.4 cm x 15.5 cm

Mass: 15 kg

c-3



ComponentSpecificationSheet
SSFFGDS-GI

ComponentID #: GDS-GI

Nomenclature: Gas Supply Valve Assembly

Description: The GDS-GI is the interface point to the furnace module for gas distribution.
It consists of a quick disconnect, solenoid valve and check valve. The valve is
controlled through a connection to DMS which regulates the flow of gases into the
furnace chamber. Line size for gas supply is 1/4" dia.

Quantity: 2 (GDS-GI-1 &GDS-GI-2)

Input Voltage: 120 Vdc for operation of the valve

Heat Rejection: N/A

Mass: 1.8 kg

Component Specification Sheet
SSFF GDS-PRS

Component ID #: GDS-PRS-1

Nomenclature: Hi-Res Vacuum Sensor

Description: The vacuum sensor indicates the level of vacuum within the furnace chamber.

Quantity: 2 (GDS-PRS-1 & GDS-PRS-2)

Input Voltage: 120 Vdc

Dimensions: 29.8 cm x 7.3 cm dia

Mass: 1.8 kg
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Component Specification Sheet
SSFF GDS-CMS

Component ID #: GDS-CMS- 1

Nomenclature: Contamination Monitoring System

Description: This unit processes the data from the contamination sensors located in the

furnace racks to determine levels of contamination of the furnace process gases before
they can be vented to the SSF VES.

Qty. 1

Input Voltage: 120 Vdc

Heat Rejection: 150 W

Dimensions: 40.64 cm x 40.64 cm x 26.67 cm (Possible Envelope dimensions)

Mass: 30 kg
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EXECUTIVE SUMMARY

This report is part of a research study entitled "Space Station Furnace Facility" and the

analyses and investigations presented are intended to fulfill the requirements set forth in the Science

Capability Requirements Document (SCRD) as it pertains to the Thermal Control Subsystem

(TCS). This concept is an update from that presented at the SSFF 6th Quarterly review held

January 22, 1992. The work was done by the Teledyne Brown Engineering Advanced Programs

Division through Marshall Space Flight Center for the National Aeronautics and Space

Administration.

Contents of this study include a description of the requirements, ground rules and

assumptions, concept design, description of individual components, resource requirements, issues

and concerns, and analyses to back up the current design.

The documented requirements were evaluated and ground rules and assumptions derived

from those requirements. Analyses were then performed on the Space Station Furnace Facility

(SSFF) TCS and it was determined that cooling for SSFF components should be isolated from the

Space Station Freedom (SSF) TCS to the largest extent possible instead of direct cooling of

coldplated electronics by the SSF TCS, due to the number of custom-built coldplates required in

the system. This implies a secondary SSFF closed cooling loop which cools the core electronics

and furnace modules with the only interface to the SSF TCS being through a rack heat exchanger.

The SSFF TCS water cooling loop collects heat from the furnace modules and subsystem

electronics. The collected heat is then transferred to the Space Station Thermal Control System via

the core rack heat exchanger. During operation, coolant is directed in a single cooling line from the

Coolant Pump Assembly outlet through the heat exchanger, then branches into a three-branch

parallel system, each rack containing one cooling line. Each rack line branches into two parallel

legs to flow through the coldplate mounted equipment, so that the TCS contains a total of six

parallel legs, two in each rack. The cooling lines in the experiment racks rejoin into one line before

the furnace modules so that the entire flow is available for cooling of the module. The three

separate rack cooling lines rejoin into one line in the core rack, then the entire flow enters the

Coolant Pump Assembly inlet.

The total current mass of the SSFF TCS is 191 kg, total volume is 193900 cm 3, total power

required is 201 W, and heat rejection is 148 W which will be cooled partially by Avionics Air, and

partially by cooling water.

Issues and concerns for the TCS include the following:

. SSF-Allocated Flowrate

The SSF TCS flowrate will be allocated to payloads per the payload's heat load and will
vary as the payload's heat load varies, to maintain a 50°C SSF (cold side) outlet

....4



320RPT0008

temperature. For low SSFF heat loads, the SSF cooling water flow to the SSFF core
rack will not be sufficient to maintain the 50°C coldplate surface temperature to all
coldplates in the core rack. This concern is documented and explained in more detail in
the memorandum, "Space Station Freedom (SSF) Thermal Control System (TCS)
Allocations", APD91-023.

2. Payload Heat Exchanger Limitation

The current maximum capacity of the SSFF TCS is 8 kW, since the heat exchanger
approved for payload use to interface with the SSF TCS is limited to 8 kW. Since the
core rack will reside in a 12 kW rack location, the possibility exists that up to 12 kW will
need to be dissipated at one time, indicating the need for another heat exchanger and
possibly a Coolant Pump Assembly. The impacts to SSFF would be an increase in
volume and mass due to more TCS components in the rack. At this time, analysis shows
that one heat exchanger is adequate, since the heat load is currently less than 8 kW.

..°
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abs

cc
CCU
CGF
CM

_n
CMCU
CMS
CPCS
DCMU
DMS
ESA
FAU
FCU
GDS
GSE
hr
Hz
in
IRD
ISPR

kg
kPa
kW
lb
max.

MDP
MTC
mv

NASA
NASDA
ORU
PCDS

Pkg
psi
Qty
RFCA
RPCM
RTD
SCRD
SSF
SSFF
TBD
TCS
V
VAC
VDC
W
WP-01
oC
oF

ABBREVIATION AND ACRONYMS

absolute
cubic centimeter
Core Control Unit

Crystal Growth Facility
Contamination Monitor
centimeter
Core Monitor and Control Unit

Contamination Monitor System
Core Power Conditioner Stimulus
Distributed Core Monitor Unit

Data Management Subsystem
European Space Agency
Furnace Actuator Unit
Furnace Control Unit

Gaseous Distribution Subsystem
Ground Support Equipment
hour
Hertz
inch

Interface Requirements Document
International Standard Payload Rack
kilogram
kiloPascal
kilowatt

pound
maximum

Maximum Design Pressure
Man Tended Capability
miUivolt

National Aeronautics and Space Adminiswation
National Space Development Agency
Orbital Replacement Unit
Power Conditioning and Distribution Subsystem
Package
pounds per square inch
Quantity
Remote Flow Control Assembly
Remote Power Controller Module

Resistance Temperature Device
Science Capability Requirements Document
Space Station Freedom
Space Station Furnace Facility
To be determined

Thermal Control Subsystem
volts

volts (alternating current)
volts (direct currenO
watts

Work Package-01
degrees Celsius
degrees Fahrenheit

iv



320RPT0008

TABLE OF CONTENTS

INTRODUCTION ............................................................................... 1-1

1.1 Scope and Purpose ....................................................................... 1-1
1.2 Groundmles and Assumptions .......................................................... 1-1

2 REQUIREMENTS .............................................................................. 2-1
2.1 General ..................................................................................... 2-1

2.2 Interface Requirements ................................................................... 2-1
2.2.1 SSF TCS Interface .............................................................. 2-1
2.2.2 SSFF TCS Furnace Module Interface ........................................ 2-4

2.2.3 SSFF TCS Subsystem Interface .............................................. 2-4
2.2.4 Crew Interface ................................................................... 2-4
2.2.5 GSE Interface ................................................................... 2-4

3 CONCEPTUAL DESIGN ...................................................................... 3-I

3.1 Trades and Options ....................................................................... 3-1
3.2 Selected Concept .......................................................................... 3-1

3.2.1 Description ....................................................................... 3-1
3.2.2 Component Descriptions ....................................................... 3-7

3.3 Safety ....................................................................................... 3-14

4 RESOURCE REQUIREMENTS .............................................................. 4-1
4.1 Power ...................................................................................... 4-1
4.2 Mass and Volume ......................................................................... 4-1
4.3 Thermal .................................................................................... 4-1
4.4 DMS ........................................................................................ 4-1
4.5 Structural ................................................................................... 4-1
4.6 Others ...................................................................................... 4-1

5 ISSUES AND CONCERNS ........................................................... . ....... 5-1

APPENDIX A Trades and Analyses ............................................................... A-1
APPENDIX B Component Data Sheets ........................................................... B- 1



320RPT0008

F.igar_

2.2.1-1

3.2.1-1

3.2.1-2

3.2.2-1

3.2.2-2

3.2.2-3

3.2.2-4

3.2.2-5

3.2.2-6

3.2.2-7

A-1

LIST OF FIGURES

SSF to SSFF Interface Block Diagram ................................................. 2-2

SSFF TCS Schematic .................................................................... 3-2

Sketch of SSFF TCS in the Core Rack ................................................ 3-5

TCS Component Drawing Tree ......................................................... 3-9

Heat Exchanger Envelope ................................................................ 3-11

Coolant Pump Assembly Envelope ..................................................... 3-13

Core Rack Coolant Control Valve Assembly .......................................... 3-16

Core Rack Coolant Return Valve Assembly ........................................... 3-17

Experiment Rack Coolant Inlet Control Assembly .................................... 3-18

Experiment Rack Coolant Return Control Assembly ................................. 3-19

SSFF TCS Schematic with Calculated Temperature Locations ..................... A-3

vi



320RPT0008

LIST OF TABLES

Table

2.2.1-1

2.2.1-2

3.2.1-1

3.2.1-2

3.2.1-3

3.2.2-1

3.2.2-2

4.1-1

4.2-1

4.3-1

4.4-1

A-1

A-2

A-3

SSF TCS Interface Characteristics ...................................................... 2-3

SSF Avionics Air System Performance Parameters .................................. 2-3

SSFF Subsystems Heat Loads .......................................................... 3-3

TCS Component Performance Requirements ......................................... 3-6

SSFF TCS Performance Data ........................................................... 3-8

TCS Heat Exchanger Performance Parameters ........................................ 3-12

TCS Coolant Pump Assembly Performance Parameters ............................. 3-15

TCS Power Requirements ............................................................... 4-2

TCS Mass and Volume ................................................................... 4-3

TCS Thermal Requirements ............................................................. 4-4

TCS DMS Requirements ................................................................. 4-5

Results of Thermal Analysis - Spreadsheet for Thermal Control
Subsystem Configuration with Allocated SSF Flow Rate ......................... A-2

Results of Thermal Analysis - Spreadsheet for Thermal Control
Subsystem Configuration with Requested SSF Flow Rate ........................ A-4

SSFF TCS Pressure Drop Calculation Spreadsheet .................................. A-5

vii





320RPT0008

1. INTRODUCTION

1.1 SCOPE AND pURPOSE

The scope and purpose of this report is to present the Space Station Furnace Facility (SSFF)

Thermal Control Subsystem (TCS) requirements and design concept developed that meet those

requirements, and to summarize the continuing study and analyses on the SSFF TCS conceptual

design. The report includes a description of the requirements, an overall TCS concept, and

descriptions of the individual components.

The SSFF consists of a core rack which will provide a set of standard support services to one

or more experiment racks. At this time, the facility is configured to operate with two separate

experiment racks. The variety of furnaces which could operate with the SSFF core will demand

adaptability in the core configuration to provide the different resources needed to properly operate

each furnace type. In the TCS, this adaptability is provided by allowing for a cooling flow to each

experiment rack which can be varied to accommodate different heat loads for different furnaces.

The SSFF TCS will provide the thermal heat sink for the furnace modules included in the

facility as well as heat loads of the coldplate-mounted or cooling-jacketed electronics in the core

rack and experiment racks. This subsystem is comprised of a closed water loop which performs

the following functions:

• Collection of heat dissipated by the furnace modules.

• Collection of heat dissipated by the SSFF subsystems in the core rack and experiment
racks.

• Heat transport.

• Rejection of heat to the Space Station Freedom (SSF) Laboratory Customer Thermal
Control System.

Space Station Freedom will provide the cold side cooling water supply for the rack heat

exchanger. Access to the SSF water supply will be through the Rack Flow Control Assembly.

Limited Avionics Air will also be available to coo[ valves and sensors.

1.2 GROUNDRULES AND ASSUMPTIONS

1. Approximately 90% of the total heat load in the SSFF will be water cooled due to limited
Avionics Air resources.

. Heat load profiles are not the same as the power profiles reported for the electrical design
in all cases. The reason for this is that there is always a lag both in time and maximum
amplitude between the instantaneous power and the heat rejected due to the transient
temperature response of the furnace and other items of hardware. Estimates have been
made for the furnaces based on Crystal Growth Facility (CGF) test data. For Data

1-1
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o

.

.

Management Subsystem (DMS), and some other hardware, worst case is assumed
(power in is equal to heat rejected) where heat loads are not known.

50°C is considered to be the highest temperature which is feasible for electronic boxes to

have as a heat sink, since 125°C is assumed to be the maximum allowable operating
temperature for the components.

The U. S. Lab module moderate temperature cooling loop will serve as the SSFF
interface with SSF TCS. The moderate temperature loop is assumed to be available for
SSFF operation at Man Tended Capability (MTC) and throughout SSF operation.

The inlet temperature of the SSF TI2S cooling water supply to the heat exchanger is
assumed to be 18.3 °C (NASA only, ref Contract Change No. PCP-BP-00400).

6. Heat exchanger temperature designations are as follows:

.

.

Space Station _m'ovided:
oSSF TCS cooling water supply is designated cold side inlet temperature
°SSF TCS cooling water return is designated cold side outlet temperature

SSFF water cooling loop:
oSSFF TCS cooling water supply is designated hot side outlet temperature
oSSFF TCS cooling water return is designated hot side inlet temperature

SSFF TCS will use the standard WP-01 coldplates, heat exchanger, valves, and sensors
where feasible. Performance characteristics for these standard items are assumed from

available data (see Appendix B, Component Data Sheets).

Avionics Air is assumed to be available in each of the SSFF racks, and will be used for
cooling of SSFF sensors and valves, with the exception of the SSFF TCS, where half
the heat from the valves and sensors is assumed to be rejected to the cooling water.
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2. REQUIREMENTS

2.1 GENERAL

The requirements for the SSFF TCS are found in 320SPC0001, Function and Performance

Specification for SPace Station Furnace Facility.

2.2 INTERFACE REOUIREMENTS

2.2.1 SSF TCS Interface

Figure 2.2.1-1 shows the SSF to SSFF interface block diagram. The SSF U. S. Lab

Module moderate temperature cooling supply shall be utilized by the SSFF TCS. Table 2.2.1-1

shows the characteristics of the moderate temperature loop at the interface to the user rack.

Interface with the SSF TCS is via the Rack Flow Control Assembly (RFCA) located in the

standoff below the SSFF Core Rack through the ISPR Interface Panel. The 18.3°C (65°F) water

supply provided by SSF will be used to interface with the SSFF TCS water cooling loop via the

rack heat exchanger. Per the Payload Accommodations Handbook, SS-HDBK-0001, "The RFCA

can maintain either a specific flow rate or a specific outlet temperature as determined by the user.

Both modes of control will be available for any particular application, but only one mode may be

active at any one tLrne at a specific location.". Realistically, the SSF TCS flowrate will be allocated

to payloads per the payload's heat load and will vary as the payload's heat load varies, to maintain

a 50°C SSF (cold side) outlet temperature, but if the user's experiment temperature is out of limits,

he may request a higher flow rate than that which is allocated to him. Table A- 1 of Appendix A

contains the spreadsheet which calculates line and coldplate temperatures for the specified SSFF

heat load of 7087 watts, which corresponds to an SSF allocated flowrate of 192.5 kg/hr. The

temperature locations on the spreadsheet correspond to the circled numbers on the schematic in

Figure A-1. To maintain the design coldplate surface temperature of 50 °C, the allocated SSF TCS

flow rate is currently not adequate, and calculations were performed to determine what coldside

flow rate would allow the SSFF col@late temperatures to be at or below the 50 °C. Table A-2 of

Appendix A contains these calculations, which shows that a coldside flow rate of 238 kg/hr is

required to meet the SSFF design limits.

A limited amount of SSF Avionics Air cooling is available for dissipating heat not rejected to

• the water cooling loop. Part of the heat dissipated by electric sensors and electromechanical valves

shall be dissipated by the flow in the TCS and the rest shall be dissipated by Avionics Air.

Avionics Air will collect the heat rejected by lines and connectors, and other items such as the crew

interface. The total maximum and nominal thermal requirements of the SSFF TCS avionics air

allocation are given in Table 2.2.1-2.
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TABLE 2.2.1-1. SSF THERMAL CONTROL SUBSYSTEM INTERFACE
CHARACTERISTICS*

Supply Temperature (non-selectable range):

Maximum Return Temperature:

Heat Removal Capability:

Pressure Differential at Design Flow Rate
Across Inlet/Outlet:

Maximum Operating Pressure

Maximum Rack Flow Rate

16° . 18.3°C

(61 ° - 65 ° F)
(NASA only)

50°C (122 °F)

12 kW (NASA only)

40 kPa (5.8 psi)

834.3 kPa (121 psi)

326.5 kg/hr (719 lb/hr)
(NASA 12 kW rack only)

Data taken from International Standard Payload Rack to NASA/ESA/NASDA Modules
Interface Control Document, Draft 12, (SSP 41002), November 19, 1991, NASA, Huntsville,

Alabama, and Contract Change No. PCP-BP-00400.

TABLE 2.2.1-2. SSF AVIONICS AIR SYSTEM PERFORMANCE PARAMETERS *

Inlet Air Temperature (non-selectable)

Outlet Air Temperature

Dew Point (inlet and outlet)

Heat Removal Capability

Pressure Differential Across

Inlet/Outlet at Design Flow Rate

Cooling Standard

17 - 22°C (63 - 72°F)

43 °C (109°F) maximum

___15.5°C (60°F)

1.2 kW

0.5 kPa (0.07 psi)

At least 175 kg/hr/kW (385 lb/hr/kW)

Data taken from International Standard Payload Rack to NASA/ESA/NASDA Modules
Interface Control Document, Draft 12, (SSP 41002), November 19, 1991, NASA, Huntsville,
Alabama.
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2.2.2 SSFF TCS Furnace Module Interface

The SSFF TCS water cooling loop interfaces with the furnace module cooling jackets by

quick disconnects, and removes heat generated by the furnace modules. During operation, coolant

is directed from the coolant pump assembly outlet through the heat exchanger in the core rack.

This water then flows through a three-branch parallel system (one branch in each rack). When the

cooling line enters the experiment rack, it separates into two separate lines and flows through two

parallel legs of coldplates and cooling-jacketed items, then rejoins and flows through the furnace

module. The TCS removes the heat generated by the furnaces, and those SSFF components

mounted to coldplates and cooling jackets, then flows back to the coolant pump assembly inlet.

2.2.3 SSFF TCS Subsystem Interface

The SSFF TCS interfaces with the SSFF centralized and distributed subsystem equipment by

providing coldplates for water cooling and interfaces with cooling-jacketed equipment. The core

rack cooling line separates into two parallel lines for cooling of the ten core rack coldplates, four

coldplates in one parallel leg, and six in the other, then rejoins after the coldplates and flows back

to the coolant pump assembly inlet, rejoining the furnace cooling line at the inlet. Cooling of the

experiment rack subsystem equipment is described in Section 2.2.2.

2.2.4

Crew interface includes opening and closing of manual valves, and changeout of ORUs. No

routine crew interface with TCS is required during normal SSFF operations.

2.2.s

Initial charging of the coolant pump assembly accumulator and filling of the cooling lines

with water is required prior to flight.

=
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3. CONCEPTUAL DESIGN

3.1 TRADES AND OPTIONS

In addition to the current configuration, a concept in which two separate cooling loops are

utilized was studied. In this concept, the core coldplates are cooled directly from the Space Station

Freedom cooling water supply line, and then that water is directed through the rack heat exchanger

and out through the SSF cooling water return. The furnace rack components are cooled by the

SSFF internal water cooling loop. This concept is documented in "Space Station Furnace Facility

Thermal Control System Conceptual Design", dated August 1991. While this concept remains an

option, it was decided that for greater flexibility of the TCS subsystem, the SSFF TCS loop will be

completely isolated from the module cooling loop so that custom coldplates can be used if

necessary or desirable.

3.2 SELECTED CONCEPT

3.2.1 ]_.&gg.iglJ.l_

The SSFF TCS water cooling loop collects heat from the furnace modules and SSFF

subsystem electronics. The collected heat is then transferred to the Space Station Thermal Control

System via the core rack heat exchanger. The schematic of the SSFF TCS is shown in Figure

3.2.1-1. During operation, coolant is directed in a single cooling line from the Coolant Pump

Assembly outlet through the heat exchanger, then branches into a three-branch parallel system,

each rack containing one cooling line. Each rack line branches into two parallel legs to flow

through the coldplate mounted equipment, so that the TCS contains a total of six parallel legs, two

in each rack. The cooling lines in the experiment racks rejoin into one line before the furnace

modules so that the entire flow is available for cooling of the module. The three separate rack

cooling lines rejoin into one line in the core rack, then the entire flow enters the Coolant Pump

Assembly inlet. Estimated subsystems heat loads are shown in Table 3.2.1-1. The components of

the SSFF TCS will be located in the the rear of the core rack behind the coldplate mounted SSFF

Core electronics. The TCS consists of plumbing, fittings, sensors, and flow control components,

packaged into Orbital Replacement Units (ORUs). A sketch of the SSFF TCS is shown in Figure

3.2.1-2, showing the ORUs, but omitting some of the core rack coldplates for clarity, as noted on

the figure. Table 3.2.1-2 lists the separate Thermal Control Subsystem components and the

performance requirements of each.

The water temperature in the SSFF TCS loop shall range from a minimum hot side ouOet of

18.3 °C (inlet SSF cooling water temperature) to a hot side inlet temperature which allows the SSF

cold side outlet temperature to be maintained at 50°C for a given heat load, unless the allocated SSF

flow rate does not meet the SSFF requirements. If such a case occurs, SSFF will request the flow

3-1
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TABLE 3.2.1-1. SSFF SUBSYSTEMS HEAT LOADS

WATER-COOLED:

Subsystem Equipment (Ouantity)
Thermal Control Subsystem:

Coolant Pump Assembly (1)
*Flow meters (4)
*Flow Control Valves (4)
*Temperature Sensors (11 )
*Pressure Transducers (5)
*Shutoff Valves (4)

Gaseous Distribution Subsystem:
Contamination Monitor (1)
Compressors (2)

Data Management Subsystem:
Furnace Control Unit (3)
Furnace Actuator Unit (2)
Core Control Unit (1)
Removable Hard Drive (1)
CD/ROM (1)
High Density Recorder (1)
Core Monitor and Control Unit (1)
Video Processor (1)
CPCS

Power Conditioning and Distribution Subsystem:
Core Power Distribution (1)
Essentials Power Supplies (3)
Core Power Conditioner (1)

It¢,aI/z L()El

132
3
1
1
3
1

150
20

309
240
155

84
70

204
43

145
88

111
386

1300

Subtotal (W)

132

170

1338

1797

**TOTAL SUBSYSTEM WATER-COOLED HEAT LOAD = 3437

Furnace Module - 1

Furnace Module -2

1500

2150

TOTAL SSFF WATER-COOLED HEAT LOAD = 7087

Assume that on TCS valves, sensors, etc., half the heat is dissipated through the water
cooling loop and half is dissipated through Avionics Air. Other subsystems' valves,
etc., are cooled by Avionics Air only.

Heat load from TCS valves, sensors, etc., is neglected in water cooling analysis since
heat load from these is insignificant compared to total water-cooled heat load.
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TABLE 3.2.1-1. SSFF SUBSYSTEMS HEAT LOADS (CONT.)

AVIONICS AIR-COOLED:

Subsy_Wm Equipment (Ouantitv_
Thermal Control Subsystem:

*Flow meters (4)
*Flow Control Valves (4)
*Temperature Sensors (11)
*Pressure Transducers (5)
*Shutoff Valves (4)

Gaseous Distribution Subsystem:
Latching Solenoid Valves (16)
Manual Valve (1)
Pressure Transducers (3)
Pressure Transducers .(6)
CM Sensors (4)

Data Management Subsystem:
Crew Interface (1)
DCMU (2)

Power Conditioning and Distribution Subsystem:
Line and Connectors

Current Pulsing Equipment (2)
Furnace Power Distributors (2)
Voltage/Current Sensors (136)

TOTAL SSFF AVIONICS

kk,t md.13 

3
1
1
3
1

29
2
3

12
1

60
96

639
80
37

136

Subtotal (Wb

8

47

156

892

AIR COOLED HEAT LOAD = 1103

Assume that on TCS valves, sensors, etc., half the heat is dissipated through the water
cooling loop and half is dissipated through Avionics Air. Other subsystems' valves, etc.,
are cooled by Avionics Air only.
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FROM CORE RACK

COLDPLATES

I

!

/
TO CORE RACK
COLDPLATES

1

• !

FROM SSF TCS COOLING WATER SUPPLY

ro SSF TCS COOLING WATER SUPPLY

NOTE: COLDPLATE DETAIL AND QUANTITY OMITTED FOR CLARITY

FIGURE 3.2.1-2. SKETCH OF SSFF TCS IN THE CORE RACK
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TABLE 3.2.1-2. TCS COMPONENT PERFORMANCE REQUIREMENTS

Component
Name

Pressure

Sensors

Temperature
Sensors

Flow Meters

Shutoff Valves

Manual Valves

Coolant Pump

Assembl),
Check Valves

Filters

Heat Exchanger

Flow Control
Valve

Bypass Relief
Valve

Coldplates

Accumulators

'Quick
Disconnects

!

Schematic Number

TCS PT-01 to
TCS PT-05 and

TCS PP-01-05 to
TCS PP-01-06

TCS TS-01 to
TCS TS-11 and
TCS PP-01-07

TCS FM-01 to
TCS FM-04
TCS SO-01

to
TCS SO-04

TCS MV-01 to
TCS MV-04
TCS PP-01

TCS CV-01 to
TCS CV-04 and

TCS PP-01-08 to
TCS PP-01-09

TCS PP-01-03 to
TCS PP-01-04

TCS HX-01

TCS FCV-01
to

TCS FCV-04

TCS PP-01-11

TCS CP-01 to
TCS CP-17

TCS ACC-01 to
TCS ACC-02

TCS QD-01 to
TCS QD-64

Purpose

water pressure
sensor

water temperature
sensor

water flow sensor

Water Flow
Shutoff

Manual Water
Flow Shutoff

Water Flow

Backflow
Prevention into

Pumps and lines

Debris Prevention

Heat Transfer to
SSF Water

Water Flow
Control

Pressure relief in

pump
Heat transfer

from avionics to
TCS

Volume

compensator
Equipment

connect/

disconnect

Operating
Pressure Range
0 to 689.5 kPa

0 to 105 kPa

0 to 689.5 kPa

0 to 689.5 kPa

0 to 689.5 kPa

0 to 689.5 kPa

0 to 689.5 kPa

0 to 689.5 kPa

0 to 689.5 kPa

0 to 689.5 kPa

0 to 689.5 kPa

103 to 621 kPa

Temperature

Range
16-50°C

16-50oc

16-50oc

16-50oc

16-50°C

16-50°C

16-50°C

16-50°C

16-50°C

16-50°C

16-50°C

16-50°C

0 to 689.5 kPa 16-50°C

0 to 689.5 kPa 16-50°C
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rate which allows the SSFF TCS temperatures to be within the design range, and the outlet

temperature on the cold side will be below 50 °C. Calculations indicate that the SSFF TCS

plumbing will have a nominal outside diameter of 0.9525 cm (0.375 in.) and a wall thickness of

0.089 cm (0.035 in.). A pressure drop in the system was calculated using this 3/8" line size, as

shown in Table A-3 of Appendix A.

This configuration of the SSFF TCS has the capability of providing a total of 8000 watts of

heat rejection for the core rack and up to two experiment racks. The total flow rate in the SSFF

cooling loop was determined to be 272.2 kg/hr (600 lb/hr). This flow rate was chosen, since six

parallel legs exist in the cooling loop and the flow will be divided into 45.4 kg/hr (100 lb/hr)

through each leg, the minimum flow rate for which data is available on the heat exchanger and

coldplates. The expected performance requirements of the TCS during and after exposure to the

environment of the SSF Lab A module are specified in Table 3.2.1-3. Two maximum pump inlet

temperatures are show,i, one corresponding to the SSF allocated flow rate of 192.5 kg/hr

determined by the SSFF heat load of 7087 W, and one corresponding to our requested SSF flow

rate of 238.1 kg/hr, which allows the SSFF to maintain a maximum of 50 °C on the surface of the

avionics coldplates.

The subsystem incorporates parallel flow between two coldplate branches in the core rack

and two branches in each of the two experiment racks to allow independent service to each rack.

The subsystem has the flow control capability to isolate any experiment rack from the system. A

bypass loop is included in the system to maintain flow balancing. If a furnace is shut down for

any reason, the flow through that experiment rack is diverted to the bypass loop until such time that

the furnace needs cooling again.

3.2.2 Comvonent Descrivtions

Figure 3.2.2-1 shows the TCS component drawing tree. The lowest box level indicates TCS

ORUs, with the components that make up the ORU listed underneath. The following paragraphs

describe the TCS components and specification sheets are included in Appendix B with physical

and performance information on each component.

The SSFF TCS shall interface with the Space Station Freedom Customer Thermal Control

System water loop by one liquid-to-liquid heat exchanger. In this conceptual design, the standard

WP-01 heat exchanger is used, since at the present time, payloads are only allowed to interface

with SSF through this approved heat exchanger. The SSF standard heat exchanger has an 8000

watt capacity and in the SSFF TCS operates at a hot side flow rate of 272.5 kg/hr (600 lb/hr) with

a design effectiveness of 0.86 and a design pressure drop of 3.44 kPa (0.5 psi). With the current

worst case heat load of 7087 and an allocated SSF flow rate of 192.5 kg/hr (424.3 lb/hr), the

effectiveness is 0.72. Each side of the heat exchanger will accommodate single loop flow with the
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TABLE 3.2.1-3. SSFF TCS PERFORMANCE DATA

Maximum Heat Rejection Capability

_ting Media

Coolant Pump Assembly Accumulator Pressurant

Water Loop Flow Rate

Water Temperature Range:
Minimum Outlet

Maximum Inlet (with SSF allocated flow rate)
Maximum Inlet (with SSF requested flow rate)

Space Station Module Water Temp. Range:
Inlet Range (non-selectable)

Maximum Outlet

Maximum Operating Pressure

Fluid Leakage

Total Pressure Drop

Mass

8 kW

Water

Gaseous Nitrogen

272.2 kg/hr (600 lb/hr)

18.3°C (65 °F)
62.3°C (144 °F)
47.1°C (117 °F)

16oC. 18.3oC (61°F - 65°F)
(NASA only)

50°C (122 °F)

689.5 kPa (100 psi)

< 1 cc/hr (0.06 in3/hr)

< 206.8 kPa (30 psi)

< 200 kg
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SSFF equipment side being designated as the hot side and the U. S. Lab Module side being

designated as the cold side. The envelope for the heat exchanger is shown in Figure 3.2.2-2.

Table 3.2.2-1 gives the expected heat exchanger performance parameters to interface the integrated

equipment with the module loop.

A combination of coldplates from WP-01 and custom-built coldplates are proposed for use in

the SSFF Core rack and experiment racks to provide liquid cooling to the core electronics. The

actual sizes of some of the electronics boxes to be cooled are TBD at this time because they will be

custom built and the actual coldplate sizes will depend on those designs, but sizes have been

estimated per current avionics envelopes. The physical envelope for the coldplates selected are

given in Appendix B. Of the ten sizes of WP-01 coldplates available, the -5, and modified -7 are

currently used in the SSFF design. The -7 coldplates will be modified slightly to provide the

mounting surface on the opposite side of the manifold instead of the current configuration which

has the manifold and mounting surface on the same side. Two custom-built coldplates are also

used. The physical characteristics and performance parameters for these coldplates are given in

Appendix B.

The Coolant Pump Assembly circulates the water through the loop, maintains system

pressure and compensates for leakage and thermally induced volumetric changes. The Coolant

Pump Assembly consists of two electrically powered positive displacement gear pumps with

bypass relief valves, inlet filters, reverse flow check valves at the pump outlets, a system bypass

relief valve, quick disconnects at the fluid loop interfaces and associated support structures. Each

pump has a pumping capacity of a minimum of 272.2 kg/hr (600 lb/hr) at the resistances in the

SSFF TCS water loop. Only one pump in the Coolant Pump Assembly operates at any one time,

with the non-operating pump in the package acting as a backup in the event of failure. Sensors are

included to monitor the fluid inlet temperature and inlet and outlet pressures. An accumulator is

included in the Coolant Pump Assembly to compensate for normal thermal expansion within the

water loop and to maintain positive water pump inlet pressure. A sensor in the Coolant Pump

Assembly monitors the accumulator water quantity. Quick disconnects, designed to permit

Coolant Pump Assembly removal and installation without filling and draining the fluid loop, are

used to connect the Coolant Pump Assembly to the TCS. These disconnects are proposed to be

self-sealing couplings of stainless steel construction with elastomeric seals. In these couplings,

engagement of male and female halves begins with engagement of an external seal before the valve

poppet is unseated permitting flow. Coupling halves are provided with non-integral dust seal caps.

Filters to protect the Coolant Pump Assembly from debris shall be integrally mounted in the

Coolant Pump Assembly assembly manifold upstream of the pump. The physical envelope for the

Coolant Pump Assembly is defined in Figure 3.2.2-3. The performance parameters of the Coolant
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NOTE: DIMENSIONS IN CENTIMETERS (In.)

FIGURE 3.2.2-2. HEAT EXCHANGER ENVELOPE
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TABLE 3.2.2-1. TCS HEAT EXCHANGER PERFORMANCE PARAMETERS*

Heat Transfer Capacity

Design Flow Rate (Hot and Cold Sides)

Inlet Temperature (hot side)

Outlet Temperature (cold side)

Effectiveness at Design Flow

Inlet Pressure

Maximum Pressure Drop at Design Flow

Leakage (Extemal)

Leakage (Internal)

Collapse Pressure

Proof Pressure

Burst Pressure

8000 watts

498.9 kg/hr

40.6°C

23.9°C

0.86

6.33 kg/cm 2 (abs)

0.035 kg/cm 2 (delta)

0.01 cc/hr

0.001 cc/hr

2.27 kg/cm 2 (delta)

21.0 kg/cm2 (delta)

28.0 kg/cm 2 (delta)

Data taken from Rack Integration Manual, (D683-10475-1), January 1, 1991, Boeing
Aerospace, Huntsville, Alabama.
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Pump Assembly are given in Table 3.2.2-2. Heat dissipation by the Coolant Pump Assembly is

estimated to be 132 W (nominal). This heat load will be accommodated by the SSFF TCS water

loop.

Optimum flow in each leg of the SSFF cooling loop will be calculated for each mission's heat

load and the flow through each loop will be reset if necessary prior to that mission. Flow control

is maintained by flow control valves which regulate the amount of coolant flow through the core

rack coldplates and the racks containing the furnace modules. This flow control system shall

consist of an arrangement of electrically operated shutoff valves, manual valves, and flow control

valves to control the flow, grouped together in ORUs as shown by the schematic in Figure 3.2.1-1

and the Component Tree in Figure 3.2.2-1. Two flow control assemblies are housed in the core

rack; the Coolant Control Valve Assembly, shown in Figure 3.2.2-4, and the Coolant Return

Valve Assembly, shown in Figure 3.2.2-5. Each experiment rack contains two assemblies; the

Coolant Inlet Control Assembly, shown in Figure 3.2.2-6 and the Coolant Return Control

Assembly, shown in Figure 3.2.2-7. The flow control ORUs are equipped with various

instruments, as shown in Figures 3.2.2-4 through 3.2.2-7, including sensors to monitor

temperatures and pressures of the water supplied to each branch, flow meters to measure the flow

of water at various points in the loop to provide flow proportioning information for monitoring

flow control, flow control valves to control flow to each leg of the cooling loop and adjust the flow

as necessary for each new mission heat load, check valves to prevent backflow of water through

the furnace modules and core rack coldplates, and hand operated valves to provide manual shutoff

when necessary. Referring to Figure 3.2.1-1, each branch leaving the heat exchanger, except the

core col@late branch, shall have a hand operated valve for shut-off. These manual valves shall be

located such that they are easily accessible by the crew.

Each experiment rack is equipped with an accumulator for use in the event of

overpressurization of water in the furnace cooling or loss of cooling.

3.3 SAFETY

The Thermal Control Subsystem has no identifiable safety concerns other_than those

normally associated with this type of system. Typical hazards and controls to be addressed are

listed below:

Release of water into cabin, furnace, etc.. Prevented by appropriate design safety
margins based on maximum design pressure (MDP) for all plumbing components.

Fail-safe design for loss of cooling to control potential hazards of f'u:e, overpressurization
and touch temperature exceedances. Controls will include automatic removal of electrical

power when loss of cooling is sensed and use of accumulator to accommodate any
boiling or vaporization of water from an overheated furnace.
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TABLE 3.2.2-2. TCS COOLANT PUMP ASSEMBLY PERFORMANCE PARAMETERS

Normal Inlet Conditions:

Fluid Temperature

Pressure

Flow Rate

Accumulator Capacity

Instrumentation:

Accumulator Quantity Sensor

System Inlet Pressure Sensor

System Outlet Pressure Sensor

System Outlet Temperature Sensor

Pump Bypass Relief Valve

System Bypass Relief Valve

Voltage

Power (max)

Mass (dry)

Envelope (1 x w x h)

Operating Media

62°C

172.4 - 1206.6 kPa

272.2 kg/hr

3392 cm 3

115/200 VAC, 400 Hz

132 watts

15.9 kg

38 cm x 25 cm x 20 cm

Water
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/

48.8

(19.2)

1
J

43.2

(17.0)

!

43.2

NOTE:

>

15.2

wt ~ 8.4 kg

(18.5 Ibs)

DIMENSIONS IN CENTIMETERS (in.)

v

FIGURE 3.2.2-5. CORE RACK COOLANT RETURN VALVE ASSEMBLY
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38.1

(15.0) ;

(lo.o)_

f
f

i

b 3.8

O.s)

wt ~ 6.2 kg

(13.6 Ibs)

NOTE: DIMENSIONS IN CENTIMETERS (in.)

FIGURE 3.2.2-6. EXPERIMENT RACK COOLANT INLET CONTROL ASSEMBLY
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19.0 _ 5.1

(7.5)
25.4

I
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!

J
i'-
I

39.9

(15.7)

wt~ 6.2 kg

(13.6 Ibs)

NOTE: DIMENSIONS IN CENTIMETERS (in.)

FIGURE 3.2.2-7. EXPERIMENT RACK COOLANT RETURN CONTROL ASSEMBLY
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Touch temperature control for surfaces accessible to the crew during normal and
contingency operations. During normal operations, active cooling should maintain
surface temperatures below 45°C. For contingency operations (e.g., loss of cooling,
furnace re-entry), temperature indicator labels, malfunction/operational procedures with
warnings, sample cooldown times as determined by test, etc., are appropriate hazard
control measures.

i ¢

Structural failure of rotating devices (e.g., pumps) with possible release of fragments.
Containment devices, protective devices such as thermal overload sensors and over-speed
control, plus adequate structural design including application of fracture control
requirements, are appropriate control measures.

...._,,1
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4.0 RESOURCE REQUIREMENTS

The resource requirements of the Thermal Control Subsystem were estimated and are

discussed below. These resources are presented for the configuration shown in Figure 3.2.1-1.

4.1 POWER

The TCS utilizes Space Station Furnace Facility power allocated as shown in Table 4.1-1.

Power conditioning is accomplished in the SSFF core rack by the SSFF Power Conditioning and

Distribution Subsystem (PCDS). The TCS active components will be manually or remotely

operated by the Core Monitor and Control Unit (CMCU) to support automatic or man-tended

operations.

4.2 MASS AND VOLUME

The mass and volume of the equipment in the TCS was estimated from preliminary vendor

data on equipment proposed for use and the common equipment in WP-01 as shown in Appendix

B. Table 4.2-1 summarizes the mass properties of the components of the TCS.

4.3 THERMAL

Heat dissipation by the Coolant Pump Assembly is estimated to be 132 W. This heat load

will be accommodated by the TCS water loop. Half the heat dissipated by the electric sensors and

electromechanical valves is estimated to be accommodated by the SSFF TCS water loop, and half

by SSF Avionics Air. The thermal requirements of the TCS are shown in Table 4.3-1.

4.4 DMS

The TCS will require several interfaces to the DMS subsystem for control of the following

operations: start-up, standard operation, emergency sating, maintenance/reconfiguration, and

shutdown/securing. Under standard conditions, the TCS will require minimum crew interaction

(manual valves must be configured to enter or leave a secured condition). The DMS system will

monitor all valves, sensors, the Coolant Pump Assembly, and verification systems within the

TCS. Table 4.4-1 shows the TCS DMS Requirements.

4.5

The TCS components will require adequate mounting structures within the racks for virtually

all the components in order to survive the flight and ground handling loads.

4.6 QTHERS

No other resource requirements are identified at this time.
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TABLE 4.1-1. TCS POWER REQUIREMENTS

Component

Power
Each

Qty (watts) Voltage

Total Power

(watts)

Coolant Pump Assembly

Shutoff Valves

Flow Meters

Flow Control Valves

Pressure Sensors

Temperature Sensors

Total Power:

1 132.0 115/200 VAC, 400 Hz

4 7.0 120 VDC

4 1.5 +12 VDC

4 7.0 120 VDC

5 1.2 4-12 VDC

11 0.1 20 mv/_F

132.0

28.0

6.0

28.0

5.8

1.3

201.1
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TABLE 4.2-1. TCS MASS AND VOLUME

Package Qty

Centralized Equipment:
Heat Exchanger 1 13.6
Coolant Pump Assembly 1 15.9
Flow Meters 2 0.8
Flow Control Valves 2 1.9

Temperature Sensors 5 0.1
Pressure Transducers 3 0.5

Custom Coldplates 4 6.0
-5 Coldplates 2 1.6
Pwr Mod Col@late-Upper 2 6.0
Pwr Mod Coldplate-Lower 2 4.9
Plumbing 25 m 0.5/m
Quick Disconnects 30 0.1
Check Valves 2 0.1
Manual Valves 2 0.1
Shutoff Valves 2 1.9
Water I0.0

Unit Total Pkg Unit Total Pkg
Mass Mass Mass Volume Volume Volume

(kg) (kg) (kg) (cm 3) (cm 3) (cm 3)

13.6 10573 10573
15.9 19050 19050

1.5 229 459
3.7 2793 5587
0.5 46 227
1.5 168 506

24.0 1290 5160
3.3 251 503

12.0 1290 2580
9.8 1104 2208

13.6 2268 56704
3.0 59 1781
0.1 32 65
0.3 63 126
3.7 2793 5587

10.0
116.5

Distributed Equipment:
Modified -7 Coldplates 7 3.9 27.3 578 4050
Temperature Sensors 6 0.1 0.5 46 273
Pressure Transducers 2 0.5 1.0 168 337
Flow Meters 2 0.8 1.5 229 459
Flow Control Valve 2 1.9 3.7 2793 5587
Check Valves 2 0.1 0.1 32 65
Manual Valves 2 0.1 0.3 63 126
Shutoff Valves 2 1.9 3.8 2793 5587

Plumbing 25 m 0.5/m 13.6 2268 56704
Accumulators 2 2.7 5.4 3791 7582

Quick Disconnects 34 0.1 3.4 59 2018
Water 14.0 14.0

TOTAL MASS (kg)

74.6
191.3

TOTAL VOLUME (cm 3)

111114

82786

193900

4-3



320RPT0008

TABLE 4.3-1. TCS THERMAL REQUIREMENTS

Component

Coolant Pump
Asembly

Pressure Sensor

Qty

1 (2 pumps)

5

Max Total
Load Thermal
Each Load

(watts) (watts)

132.0 132.0

1.2 5.8

Flow Meter 4 1.5 6.0

Flow Control Valve 4 0.35 1.4

Shutoff Valve 4 0.35 1.4

Temperature Sensor 11 0.12 1.3

Total Thermal Load - SSFF Water Cooled
Total Thermal Load - Avionics Air Cooled

139.9
7.9

Cooling Method

SSFF water cooling

1/2 SSFF water cooling/
1/2 Avionics Air

1/2 SSFF water cooling/
1/2 Avionics Air

1/2 SSFF water cooling/
1/2 Avionics Air

SSFF water cooling/
1/2 Avionics Air

1/2 SSFF water cooling/
1/2 Avionics Air
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5.0 ISSUES AND CONCERNS

Issues and concerns for the TCS include the following:

1. SSF-Allocated Flowrate

The SSF TCS flowrate will be allocated to payloads per the payload's heat load and will

vary as the payload's heat load varies, to maintain a 50°C SSF (cold side) outlet
temperature. For the current SSFF heat load of 7087 W, the SSF cooling water flow to
the SSFF core rack will not be sufficient to maintain the 50°C coldplate surface

temperature to all coldplates in the core rack. This concern is documented and explained
in more detail in the memorandum, "Space Station Freedom (SSF) Thermal Control

System (TCS) Allocations", APD91-023.

Per the Payload Accommodations Handbook, SS-HDBK-0001, "The RFCA can
maintain either a specific flow rate or a specific outlet temperature as determined by the
user. Both modes of control will be available for any particular application, but only one

mode may be active at any one time at a specific location.". Realistically, the SSF TCS
flowrate will be allocated to payloads per the payload's heat load and will vary as the

payload's heat load varies, to maintain a 50°C SSF (cold side) outlet temperature, but if
the user's experiment temperature is out of limits, he may request a higher flow rate than
that which is allocated to him. To achieve the optimum effectiveness of the payload heat

exchanger, the cold side flow rate and hot side flow rate should match, but requesting
272 kg/hr for a single payload when the total Lab-A flow rate allocated to all payloads is
500 kg/hr may be unreasonable.

2. Payload Heat Exchanger Limitation

The current maximum capacity of the SSFF TCS is 8 kW, since the heat exchanger
approved for payload use to interface with the SSF TCS is limited to 8 kW. Since the
core rack will reside in a 12 kW rack location, the possibility exists that up to 12 kW will

need to be dissipated at one time, indicating the need for another heat exchanger and
possibly a Coolant Pump Assembly. The impacts to SSFF would be an increase in
volume and mass due to more TCS components in the rack. At this time, analysis shows
that one heat exchanger is adequate, since the heat load is currently less than 8 kW.
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TABLE A-3. SSFF TCS PRESSURE DROP CALCULATION SPREADSHEET

Total Mdot-Hot Side of HTX (koJhr):

Mdot for CP-01 to OF-04 (kg/hr):
Mdot for CP-05 to CP-10 (kg/_):
Mdot for CP-11 to CP-12 (kg/hr):

Mdot for CP-13 (kg/hr):
Mdot for CP-14 to CP-15 (kg/hr):

Mdot for CP-16 to CP-17 (kg/hr):

Pressure Drop for Furnace Module-1 (kPa):
Pressure Drop for Furnace Module-2 (kPa):

600.03 Ib/hr100.00 Ib/hr

100.03 Ib/hr100.00 Ib/hr

::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::_::::100.00 Ib/hr

::::::::::::):?:::::::::::::?:::::::::::::::::::::::::::100.00 Ib/hr
[i_iii::i::i:::.i:.ii:::.::i::ii:.::i::i::i!:.i!i:.::_E::_100.03 Ib_r

Pressure Drop: kPa psi
Core Rack 142.65 20.69 I
Furnace Module-1 12.12 I 1.76 ]

Furnace Module-2 12.77 1.85
Total 167.54 24.30

Enter the number of each of the components in Ihe shaded boxes. The pressure drop per component is in parentheses.

Note: Only add the number of components,on one branchin the Core and leelveoutcomponentsinbypass.

Heat Exchanger (0.5 psi @ lO001bs_hr)

Pump Package (1 psi)
Flow Meters (0.1 psi @ 1001bs/hr)
Flow Control Valves (0.25 psi @ 12301bs_r)

Temperature Sensors (1 ft equiv, length)
Pressure Transducers (1 It equiv, length)

Coldplates (0.6 psi @ 10001bs/hr)
Check Valves (0.3 psi @ lO01bs/hr)
Manual Valves (0.3 psi @ 100(bs/hr)

Shutoff Valves (3.5 psi @ 6301bs/hr)

Total Length of Line (inches):
meters (refer to Assumption #8):

Core Line Core Une

Parallel Flow Total Flow Exp Reck-1 Exp Reck-2 Total

f i i iii_i!_ _iiiii::i_i_i:_i_:_i!i!_:!i_i!_i_::i::::_iiii::ii_iiiii!i!_!!)iI_::_::_:_iiiiii!_iii_:_::iii!iiiii!::!i::i_!!_!i!::_i_i_::iiiii_i:_i::ii_i)_iii_i_ii::iii_i::iii_!i!i!::_iii_:_i?_i!i!_]1
ii_i,:iiiiiiiiii _::i::iiii iiii i i iti ilili_i)iiiiiiiiiii_iii::iiii::i::iiiiiii::ili_i::::iiiii::iiiiiii::i::iiii!Q:.iii::iiii::::iiifiiii_i_i_:i)i::i_iiiiiii)i::iiiii:_iii_Qi_i_i_i::iiiii_ii_)i:_:::::_i:_i::i:_iii:_i_i_1

:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::9
I_::_::::_i::i::::iii_i ii::::::iiii:_::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::3

I _::_::_::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::10
I_ _::i ::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::3
Ii_!i_!iiii!_iiiii I :: ::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::3

::.iii:.i:.::::::::::::::::::::::::_l:::.::::i:::::::::.:::::::::::::::::::::::::::::::::::::::::::::::::::::i:.::_ 3 :::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::.:::._1::6:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::_!)__ )_i_)_::_i;:/.:://_::_)_:/:_:::it
13.03 5.56 7.92 11.28

Core-Parallel Row
Cue-Total Row

Experiment Rack- 1
Experiment Rack-2

Core-Parallel Row

Core-Total Row

Experiment Rack- 1

Experiment Rack-2

Core-Parallel Row
Core-Total Row

Experiment Rack-1
Experiment Rack-2

Core-Parallel Row
Core-Total Flow

Experiment Rack-1

Experiment Rack-2

IndividualPressure Dropsare inpsi.
Pressure Drop Pressure Drop PressureDrop _es_m Drop

HTX Pump Pkg. Flow Metem Row ControlV
0.03 0.0 0.1 0.032
0.18 1.0 0.0 0.(:X)0

0.00 0.0 0.1 0.002
0.03 0.0 0.1 0.002

Pre_ure Drop
Chic.Valves

0.3
0.0

EquivalentLength Equlvakmtt.eng'_ Pressure Drop

Temp. Sensom (m) Press. Sensors (mJ Coldp_es
0.61 0.30 0.04
0.30 0.03 0.00

0.91 0.30 0.01 2
0.91 0.30 0.01 2

0.3
0.3

Pressure Drop Velocity (m/s)

Bype,s_Reliefv
0 0.54
0 1.62

Pressure Drop PressureDrop
Manual Vedves L Sol. Valves

0 0
10.8 3.17
0.3 0.09

0.3 0.09

Reynolds Number FrictionFactor

6665 0.035

0.270
0 0.27

19994
3332
3332

O.027
0.042

0.042

Total Equivalent PressureDrop
LineLength (m) Une Length (kPe)

13.94 9.06

5.87 26.08
9.14 1.77

12.50 2.41

Alllumpllonl:
1) All flowin Core Loop-ParallelRow goes through worstcase branchof ooldplates.
2) Line is 3/8" O.D., 0.305" I.D.

3) Pressure dropanalysisdoes not consider bypassloop inCore Rack.
4) RackConf'_guretionfor TCS is assumedsuch thin_e Core Rac_is left of Exp_iman! Rack 1 and ER1 is left of ER2.
5) PressureDrop for check valvesand manual vanes is read off venOordala curves.

6) PressureDrop acrosspumppackage is assumed to be one psi.
7) Temperaturesansom and pressuretransducersare assumed to have pressure drops in the formof equivalentlengths of one footeach.
8) Estimaledequivalentllnelength for each pert is multiplied by three to accountfor fittings,
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SSFF TCS SPECIFICATION SHEET
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Item Name:

Component ID #:

Quantity:

Description:

Heat Exchanger

TCS HX-OI

1

The water/water heat exchanger provides the interface between the Space Station
Freedom (SSF) internal thermal control loop and a non-standard water thermal control
loop within the SSFF payload rack. This is a counterflow configuration heat exchanger
constructed of stainless steel with nickel fins.

TYPICAL

Mass:

Volume:

Power Required:

Input Voltage:

Temperature Range:

Pressure Range:

Pressure Drop:

Other:

CHARACTERISTICS

13.6 kg (dry)

10,573 cm3

N/A

N/A

hot-side inlet temperature of 62°C, cold-side inlet temperature of 23.9°C

0 to 698.5 kPa

0.035 kg/sq, cm max at design flow

Design flow rate of 499 kg/hr
heat transfer capacity of 8000 Watts

B-2
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SSFF TCS SPECIFICATION SHEET

Item Name:

Component ID #:

Quantity:

Description:

Pump Package

TCS PP-01

1

The function of the Pump Package is to provide water coolant flow to SSFF subsystem
and furnace module components that require heat removal by a secondary coolant loop.
The operating fluid is water. The pump package includes two redundant positive
displacement gear pumps with bypass relief valves, an accumulator with a quantity
sensor, check valves to prevent the fluid from backing into the pumps, one screen on the
inlet of each pump, inlet and outlet pressure sensors, and an inlet temperature sensor.

T, YPICAL

Volume:

Power Required:

Input Voltage:

Temperature Range:

Pressure Range:

Pressure Drop:

Other:

CHARACTERISTICS

Mass: 15.9 kg

19,050 cm3

132 Watts

115/200 Vac, 3 phase, 400 Hz.

23.9°C to 62°C

172 - 427 kPa

N/A

Flow rate = 272 kg/hr
Accumulator volume = 3392 cm3

Accumulator type = gas charged welded metal bellows
Quantity sensor type = potentiometer
Temperature sensor type = RTD
Pressure sensor type = strain gauge, thin foil
Bypass valve type = spring loaded poppet
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SSFF TCS SPECIFICATION SHEET

Item Name:

Component ID #:

Quantity:

Description:

Flow Meter

TCS FM-01 through TCS FM-04

4

The water flow meter measures the cooling water flow rate at the inlet of each coldplate
leg in the SSFF core rack and each of the experiment rack legs. The water flow meter
provides flow proportioning data to the crew/ground controller.

TYPICAL

Volume:

Power Required:

Input Voltage:

Temperature Range:

Pressure Range:

Pressure Drop:

Other:

CHARACTERISTICS

Mass: 0.8 kg each

229 cm3 each

1.5 Watts

120 Vdc

23.9°C to 62°C

0 - 689.5 kPa

0.7 kPa at 45 kg/hr
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SSFF TCS SPECIFICATION SHEET

Item Name:

Component ID #:

Quantity:

Description:

Flow Control Valve

TCS FCV-01 to TCS FCV-04

4

The purpose of the flow control valve is to control the flow of cooling water to the
various legs of the SSFF TCS water loop as needed to maintain the correct flow for
subsystem and furnace module equipment cooling for new mission sets.

TYPICAL CHARACTERISTICS

Mass: 1.9 kg each

Volume: 2793 cm3

Power Required: 7.0 Watts

Input Voltage: 120 Vd¢

Temperature Range: 23.9°Cto62°C

_ Pressure Range: 0 to 689.5 kPa

Pressure Drop: 1.7 kPa at 558 kg/hr

Other:

B-5
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SSFF TCS SPECIFICATION SHEET

Item Name:

Component ID #:

Quantity:

Description:

Shutoff Valve

TCS SO-01 to TCS SO-04

4

The purpose of the shutoff valve is to direct flow between two TCS water loop
branches. The shutoff valve provides the capability to bypass SSFF experiment racks if
the furnace modules are not operating.

TYPICAL

Volume:

Power Required:

Input Voltage:

Temperature Range:

Pressure Range:

Pressure Drop:

Other:

CHARACTERISTICS

Mass: 1.9 kg each

2793 crn3

7.0 Watts

120 Vdc

23.9°C to 62°C

0 to 689.5 kPa

1.7 kPa at 558 kg/hr
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SSFF TCS SPECIFICATION SHEET

Item Name:

Component ID #:

Quantity:

Description:

Temperature Sensor

TCS TS-01 to TCS TS-11

11

The function of the temperature sensor is to monitor the temperature of the cooling water

at various locations in the TCS water loop.

TYPICAL CHARACTERISTICS

Mass: 0.1 kg each

Volume: 45.5 cm3

Power Required: 0.1 Watt

Input Voltage: 120 Vdc

Temperature Range: 23.9°Cto62°C

Pressure Range: 0 - 689.5 kPa

Pressure Drop: 2 kPa

Other:

B-7
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SSFF TCS SPECIFICATION SHEET

Item Name:

Component ID #:

Quantity:

Description:

Pressure Transducer

TCS PT-01 to TCS PT-05

5

The function of the pressure transducer is to provide an electric signal which is directly
proportional to the pressure of the cooling water in the TCS water loop.

TYPICAL CHARACTERISTICS

Mass: 0.5 kg each

Volume: 168.5 cm3

Power Required: 1.2 Watts

Input Voltage: 28+4 Volts

Temperature Range: 23.9to62°C

Pressure Range: 0 to 689.5 kPa

Pressure Drop: 2 kPa

Other:
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SSFF TCS SPECIFICATION SHEET

Item Name:

Component ID #:

Quantity:

Description:

Coldplate

TCS CP-01, TCS CP-03, TCS CP-04, TCS CP-07, TCS CP-09, TCS CP-10

6

The coldplates dissipate heat generated by SSFF subsystem equipment. The heat is
ultimately transferred to the SSF TCS. The SSFF components attach directly to the
coldplate forming a thermal bond between the coldplate and the component. These
coldplates are custom-built coldplates.

TYPICAL

Mass:

Volume:

Power Required:

Input Voltage:

Temperature Range:

Pressure Range:

Pressure Drop:

Other:

CHARACTERISTICS

6.0 kg each

1290 cm3

N/A

N/A

23.9 to 62 °C

103 to 621 kPa

4 kPa at max flow rate

Flow rate 45.4 kg/hr
Overall conductance 1.5 w/sq. in. °F (min)
Heat flux 6.5 w/sq. in.
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SSFF TCS SPECIFICATION SHEET

Item Name:

Component ID #:

Quantity:

Description:

Coldplate

TCS CP-05, TCS CP-06

2

The coldplates dissipate heat generated by SSFF subsystem equipment. The heat is
ultimately transferred to the SSF TCS. The SSFF components attach directly to the
col@late forming a thermal bond between the col@late and the component. These
coldplates are WP-01 -5 coldplates.

TYPICAL

Mass:

Volume:

Power Required:

Input Voltage:

Temperature Range:

Pressure Range:

Pressure Drop:

Other:

CHARACTERISTICS

1.6 kg each

251.4 cm3

N/A

N/A

4 to49 °C

103 to 621 kPa

4 kPa at max flow rate

Flow rate 11-136 kg/hr
Overall conductance 1.5 w/sq. in. °F (min)
Heat flux 6.5 w/sq. in.
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SSFF TCS SPECIFICATION SHEET

Item Name:

Component ID #:

Quantity:

Description:

Col@late

TCS CP-02, TCS CP-08

2

The coldplates dissipate heat generated by SSFF subsystem equipment. The heat is
ultimately transferred to the SSF TCS. The SSFF components attach directly to the
coldplate forming a thermal bond between the coldplate and the component. These
coldplates are custom coldplates.

TYPICAL

Mass:

Volume:

Power Required:

Input Voltage:

Temperature Range:

Pressure Range:

Pressure Drop:

Other:

CHARACTERISTICS

4.9 kg each

1104 cm3

N/A

N/A

23.9 to 62 °C

0 to 689.5 kPa

4 kPa at max flow rate

Flow rate 45.4 kg/hr
Overall conductance 1.5 w/sq. in. °F (min)
Heat flux 6.5 w/sq. in.

B-II



SSFF TCS SPECIFICATION SHEET
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Item Name:

Component ID #:

Quantity:

Description:

Coldplate

TCS CP-11 to TCS CP-17

7

The coldplates dissipate heat generated by SSFF subsystem equipment. The heat is
ultimately transferred to the SSF TCS. The SSFF components attach directly to the
coldplate forming a thermal bond between the coldplate and the component. These
coldplates are modified WP-01 -7 coldplates. The -7 is modified so that equipment will
mount on the opposite side of the coldplate from the manifold instead of the current
configuration in which the item mounts on the same side as the manifold.

TYPICAL

Mass:

Volume:

Power Required:

Input Voltage:

Temperature Range:

Pressure Range:

Pressure Drop:

Other:

CHARACTERISTICS

3.9 kg each

578.5 cm3

N/A

N/A

23.9 to 62 °C

0 to 689.5 kPa

7 kPa at max flow rate

Flow rate 11-136 kg/hr
Overall conductance 1.5 w/sq. in. °F (rnin)
Heat flux 6.5 w/sq. in.
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SSFF TCS SPECIFICATION SHEET

Item Name:

Component ID #:

Quantity:

Description:

Quick Disconnect

TCS QD-01 to TCS QD-64

64

The quick disconnect provides a means of manually disconnecting an experiment or
subsystem component from the TCS water line. The couplings have self-sealing action.

TYPICAL CHARACTERISTICS

Mass: 0.1 kg each

Volume: 59.4 cm3

Power Required: N/A

Input Voltage: N/A

Temperature Range: 23.9 to62°C

Pressure Range: 0 to 27580 kPa

Pressure Drop: TBD

Other: Max fluid loss = 0.003 cc
max air inclusion = 0.005 cc
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SSFF TCS SPECIFICATION SHEET

Item Name:

Component ID #:

Quantity:

Description:

Check Valve

TCS CV-01 to TCS CV-04

4

The purpose of the check valve is to prevent reverse flow in the TCS water lines.

TYPICAL

Mass:

Volume:

Power Required:

Input Voltage:

Temperature Range:

Pressure Range:

Pressure Drop:

Other:

CHARACTERISTICS

0.1 kg each

32.5 cm3

N/A

N/A

23.9 °C to 62 °C

0 to 4137 kPa

2 kPa at 45.4 kg/hr

Minimum cracking pressure = 2 inches water
Maximum cracking pressure = 8 inches water
Burst pressure -- 1500 psia
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SSFF TCS SPECIFICATION SHEET

Item Name:

Component ID #:

Quantity:

Description:

Manual Valve

TCS MV-Ol to TCS MV-04

4

The function of the manual valve is to control the flow of cooling water in the water loop
as needed, in the event of power loss rendering the shutoff valves inoperable and for the
launch environment.

TYPICAL

Power

CHARACTERISTICS

Mass: 0.1 kg each

Volume: 63 cm3

Required: N/A

Input Voltage: N/A

Temperature Range: -62°Cto 177°C

Pressure Range: 0 to 15169 kPa

Pressure Drop: 2 kPa at 45.4 kg/hr

Other:
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SSFF TCS SPECIFICATION SHEET

Item Name:

Component ID #:

Quantity:

Description:

Accumulator

TCS ACC-01 to TCS ACC-02

2

Accumulators are provided in each experiment rack to compensate for the thermal
expansion of cooling water during normal and abnormal (i.e., loss of cooling)
operational modes.

TYPICAL CHARACTERISTICS

Mass: 2.7 kg each

Volume: 3791 cm3

Power Required: N/A

Input Voltage: N/A

Temperature Range: -57 °C to 316 °C

Pressure Range: 0 to 1034 kPa

Pressure Drop: TBD

Other: Proof pressure = 1379 kPa
Burst pressure = 2068 kPa
ExpeUable volume = 819 cm3
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EXECUTIVE SUMMARY

This report will define the Mechanical Structures Subsystem (MSS) that is to be used for

integration of the Space Station Furnace Facility (SSFF). The primary functions of the MSS are to

support the subsystem hardware and furnace module(s) during launch and landing environments

and during operation of the facility while on orbit. These rack structures will allow ease of

integration, reconfiguration, or servicing while on the ground or in flight.

The report will address the scope and purpose, groundrules and assumptions, requirements

for the facility, design and trades, and detailed description of the core rack and the experiment rack

to be utilized for SSFF.

The MSS consists of three rack structures, a core (six post rack) and two experiment racks

(modified four post rack). Ancillary structural hardware items which accommodate the various

subsystem components and furnace modules within the basic rack frame is also considered part of

the MSS. These ancillary MSS items consist of such things as brackets, trays, slides, braces,

close-out plates, and the various mounting and structural members which support and align the

subsystem hardware with the load paths of the carder. The racks must meet the requirements of

the International Standard Payload Rack (ISPR) for mounting in the modules and for interfacing

with the Space Station Freedom (SSF) resources.

The subsystems to be accommodated by the MSS are the Data Management Subsystem,

Power Conditioning and Distribution Subsystem, Gas Distribution Subsystem, Thermal Control

Subsystem, and the Video Subsystem. The MSS must also accommodate the furnaces outlined in

the Science Capability Requirements Document. The standard SSF-to-payload interfaces must be

accommodated by the MSS which include the Fire Detection and Suppression for all powered

racks and Avionics Air for cooling. The facility will require interrack cabling since the core rack

will serve as the service interface to each of the experiment racks. This requirement leads to the

design of an interconnect tray that is designed to lay in the standoff area under each of the SSFF

racks.

Several trades have been considered such as: 1) the need to provide interrack connection of a

large complement of cables and lines, 2) the need to make the system easily reconfigurable for

various furnaces and/or furnace configurations, 3) the need to accommodate a large IFEA and

facilitate its installation and removal, and 4) on orbit maintenance of the SSFF and component

changeout.

Each of the racks are aluminum. The core rack is the six post version of the space station

composite rack and is estimated at 84 kg (185 lbs). The experiment racks are a specially modified

version of the four post space station composite rack. The ISPR interface panel has been removed

from the furnace rack so that the structure can be utilized for all of the furnaces defined in the



v
Science Capability Requirements Document (furnace height for the CGF could not be

accommodated in the standard space station rack). The estimated mass of the experiment rack is

120 kg (263 lbs).
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1, INTRODUCTION

1.1 SCOPE AND PURPOSE

The purpose of the Space Station Furnace FaciLity (SSFF) Mechanical Structures Subsystem

(MSS) is to support the subsystem hardware during the launch and landing environments and to

also make the subsystem items modular and facilitate their integration, reconfiguration, or servicing

while on the ground or on board the US Lab Module of Space Station Freedom (SSF). The MSS

consists of two fundamental rack type structures, an aluminum core (six post rack) and a furnace

rack (modified four post rack), reference Figure 1, along with the minor structural hardware items

which are necessary for accommodating the various subsystem components and the experiment

within the basic rack frame work. These minor MSS items consist of such things as brackets,

trays, slides, braces, close out plates, and the various mounting and structural members which

support, align, and react the subsystem hardware load paths. The MSS is only conceptually

developed in this study phase and would have to be thoroughly analyzed in the subsequent Phase

C/D to insure all applicable stress, fracture, and fatigue requirements for SSF axe met.

The major part of this study effort has been directed toward the development of a

considerable depth of definition of the rack frame structures to be employed by the SSFF. This

report will detail the extent of that data base. Other elements of the concept are developed to a

lesser degree, but axe presented in a conceptual nature. One such item which is only presented

pictorially in this report is an interconnecting tray structure which is also an integral part of the

SSFF/MSS concept. The concept is shown in Figure 2 and was conceptually verified by TBE in a

mock up in the Interrack Demonstration Unit. The exact details of how this tray will be manifested

for delivery to SSF has not been determined. It is expected that a special piece of MPE/FSE will

be required for transport of the tray to orbit.

Other elements of the complete MSS complement for SSFF (like the tray) are also not fully

developed due to the lack of a complete understanding of the the proposed SSF payload integration

process and the FSE/GSE which will (or will not) be available from the SSF program for use by

the SSFF development contractor. A basic ground rule employed in development of the SSFF

MSS, however, is that the SSFF equipment must be compatible with all the SSF program rack

GSE, including such things as slings, work stands, shipping containers, and installation and

handling equipment.

1.2 GROUNDRULES AND ASSUMPTIONS

The following ground rules and assumptions have been made in the conceptual development

of the SSFF/MSS as described herein:
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The SSFF will comprise a three double rack facility in the Space Station Freedom Lab A
Module. The facility packaging is to be compatible with the International Standard
Payload Rack (ISPR) requirements given in SSP41002. Compliance with the ISPR
standards will not preclude the possible use of the facility in the ESA or NASDA
Modules, nor shall manifesting of the facility with only one experiment module degrade
its fuUoperational capability.

For initial facility deployment it has been assumed that the core rack and only one
experiment module will be fielded. An additional one half rack space is required,
however, for the transport of the facility interconnect tray to orbit. In addition, it is
assumed that there will be on orbit storage space for facility supplies, spares/ORU's, and
tools in the equivalent of another half rack volume. Until such time as all three double

rack spaces are fully operational, the third rack position could be designated as a
temporary equipme.nt transport/storage rack for the purpose of tray delivery and on orbit
storage. When the program fields the second experiment module, this rack would have

to be returned or moved to a different LAB location where SSFF would still require one
half its volume for storage. The Module 1 study has also raised some issues relative to
additional rack service space that need to be considered in the over all SSFF utilization
planning for SSF.

The two furnace IFEA configurations to be utilized for development of the furnace rack
design and integrated equipment arrangements are assumed to be the CGF and PMZF,
both of which are assumed to fit within the same IFEA profile, 66 cm (26 inch) diameter
by 165 cm (65 inch) long and are expected to weigh less than 350 kg (770 lbs).

The MSS design has assumed that obtaining custom cold plates for specific facility needs
will not be a programmatic problem. The packaging flexibility is severely restricted if the
facility selection is limited to the WP1 plates.

A common quick release clamp type base plate interface is to be provided as the furnace
to rack interface for all furnaces. This interface is to be modeled on a 66 cm (26 in)
diameter base ring for CGF/PMZF which will be adaptable to other future designs with
smaller diameters.

The rack structures and outfitting are to be compatible with SSF ISPR services interfaces,
such as the gas, fluid, and electronic operational/supply systems. The subsystem
modular arrangements and packaging shall also meet the program logistic and resupply
packaging requirements, and other SSF program maintenance requirements. The designs
are not to preclude the use of other SSF developed integration, support, and test
equipment.

1-4
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2. REQUIREMENTS

2.1

The SSFF MSS shall meet the requirements identified in 320SPC0001, Contract End Item

Specification, Part 1, for Space Station Furnace Facility. In addition the MSS is to accommodate

the physical mounting requirements of the subsystems and experiment equipment as development

or implied by the Science Capabilities Requirements Document. A separate specification has been

prepared for the SSFF racks. The rack structural elements of the MSS would also have to comply

with the requirements detailed in that document.

"2.2 INTERFACE REOUIREMENTS

2.2.1 MSS Interfaces to SSFF

The SSFF/MSS will provide the physical interfaces between the subsystem and experiment

equipment in the three double racks and react their operational loads to the six different SSF

physical attachment points provided at each rack location. There are two main structural interfaces

on the lower rear comers of each rack which react the major portions of the launch and recovery

loads, one is fixed in all three axes and the other is fixed in two axes but released in the "X" (LAB

Module longitudinal) direction. Two other attachments at the front upper comers interface with

strut assemblies which carry lateral loads (these points float vertically) back to the wall of the SSF

module. These four primary load interfaces are releasable on orbit to permit individual rack

relocation and/or rotation for access to the module wall. The rear attachments are released

permanently while on orbit and a special pivot fitting on the lower front comers of the racks is

deployable by the astronauts for use as the main rack lower support in the weightless environment

on orbit. For launch there are two upper rack attach points active, while on orbit one will be

permanently released.

The interconnect tray assembly is designed to lay in the standoff area under the three SSFF

racks and to be secured in place by a method which does not require any modifications to the SSF

structure. It is believed that some form of clamp attachment can be employed for this purpose;

however, there was not sufficient documentation available on the standoff design in order to

complete a conceptual layout for the details of that attachment. As was mentioned in the

Introduction to this report, there is also a requirement for some form of FSE to interface the tray

assembly to a rack in the Logistics Module for launch (and landing). A conceptual design for this

fixture may be available for the MSS final report.

2.2.2 MSS to Subsystem Eouinment

The subsystem equipment described in the other sections of this report comprise a diverse

collection of components which must be packaged in the facility rack structures. As can be noted

2-1
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on the various system schematics, the major operational portion of each of the subsystem hardware

is located in the core rack. An equally important subset is also required in each furnace rack. This

equipment is necessary to satisfy all the safety and system performance requirements, as well as,

facilitate the furnace reconfiguration. This concept is what has been referred to as the centralized

and distributed equipment sets in the subsystem concepts. Each subsystem concept report includes

pertinent data on the components used in the subsystem packaging analysis. The MSS has been

tailored to meet these component's packaging and mounting requirements. In general the approach

has been to try and group like subsystem elements into modules which are accessible for

maintenance or change out. This has resulted in the basic rack arrangement shown in Figures 3

and 4. The MSS interfaces to the subsystem components is therefore at a bolted interface either

directly with the component or in the case of a collection of components, with the subcarrier frame

work holding the components. It will also be an MSS function to support all the fluid and

electronic lines running between subsystem elements. The details of specific MSS features for this

purpose has been left till the mock up is completed and a direct visualization of the best line

placement and routing can be made.

2.2.3 MSS to Exneriment Eauinment (Furnaees_

The interface of the MSS with the experiment rack furnace has been specifically developed

for SSFF to accommodate an advanced furnace based on a modified CGF type IFEA. The base

plate structure used on Space Lab has been replaced with a clamp type universal ring on SSFF as

shown conceptually in Figure 5. This change was made because of several considerations under

study which indicate that it is not only desirable but also highly likely that the IFEA's will need to

be changed out or removed from the racks on orbit. To accomplish such a task with the Space Lab

type bolted base would involve removing 12 large fasteners, some of which would be almost

inaccessible in an integrated condition. The other interfaces to the furnace to be considered in

design of the MSS are the service connections, including those for installation and removal of

samples. On CGF all the connection points are located in a ring at the bottom of the IFEA. These

lines come out at a number of separate locations around the periphery of the ring as shown in

Figure 5. Some options for relocation of these connect points are being studied in an effort to

simplify the installation/removal of an IFEA. A new interface for glove box attachment is also

being looked at in the Module 1 design task. There has not been time to incorporate any MSS

updates due to these optional study efforts; therefore, only the conventional CGF type interfaces

will be discussed herein.
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3.0 CONCEPTUAL DESIGN

3.1 TRADES AND OPTIONS

At the beginning of the SSFF MSS concept development the major drivers on the system

emerged as: 1) the need to provide interrack connection of a large complement of cables and lines,

2) the need to make the system easily reconfigurable for a large number of possible furnace

configurations, and 3) the need to accommodate a large IFEA and facilitate its installation and

removal. These three areas will be discussed to reveal the trades which were made to arrive at the

MSS concept presented.

3.1.1 Interconnect Design

The rack interconnect problem is the subject of a whole separate study task; however, the

rack design and the MSS integration hardware are directly driven by the solution to that problem.

A study of the furnace service requirements also drove out the trades which determined what

equipment eventually was designated to be centralized (located in the core) and that which was

necessary to be distributed (located in the furnace rack). The limitation on available space for

interconnects was a prime driver on those decisions. Relatively early in the SSFF interconnect

study it became obvious that the interconnect lines needed to pass through a notch in the bottom

front corner of the core rack and to traverse a similar clear passage under the adjacent furnace

racks. To provide this notch would mean that a composite racks would have to have a significant

portion of their structure removed and reworked in these corners in order to accommodate the

notch. It was felt that this was not an impossible thing to do, but certainly a very difficult task due

to the nature of composite construction. The layouts were made for such a feature in the composite

rack and the details of the interconnect were carried forward. Factors came forward later in

considering the furnace rack design which would cause the design study to seriously consider an

alternate rack which lends itself more readily to alteration (specifically to accommodate a large

IFEA) and was amenable to rapid reconfiguration by the user. Figure 6 shows an approach which

was developed for integration of CGF in a composite type rack. In reviewing this concept it was

felt that extensive reinforcement was being required of the composite rack in order to carry the

IFEA loads. This reinforcement was having to pass the load reactions to the rack then to the SSF

attachments. It was felt a better approach would be to pass the loads directly to the SSF

attachments if possible. Those thoughts are discussed further in Section 3.1.3 below.

3.1.2 SSFF Reconfi_nration

The requirement to have a facility which is modular and easily reconfigurable drove the

packaging of the subsystem hardware to be grouped by subsystem unique elements and to be

installed in easily removable trays or plate mounted units. The options traded in the MSS design

3-1



320RPT0008

7

,o o°

Ii,

ii I!
°. °'

iii!

I

I

i

I,lt
" ! i

.i-J Z

©

Z
©

3-2



320RPT0008

dealt primarily with the hardware by which these units could be physically mounted. Options for

grouping of subsystem elements were primarily driven by the available space in a single rack tray

envelope, by the constraints of achieving an effective discrete functional element, and by

considerations of orbital replacement and the ease of maintenance. (A separate study task gives a

complete report on the ORU considerations.) Figure 3 shows the basic elements of the MSS

employed in the core rack. The subsystem packaging in the furnace rack is a much more difficult

problem because of the irregular spaces available for equipment mounting. Figure 7 shows an

auxiliary equipment frame which was designed for addition to the back of the basic furnace rack

structure to provide a suitable mounting interface for the main electronics boxes. Figure 8 shows

how thermal control components have been assembled into frames which can be attached to the

rear corner posts. Other elements of the MSS in the furnace racks has been developed conceptually

on an individual component by component basis. The completely outfitted furnace rack is shown

in Figure 9.

3.1.3 IFEA Installation/Removal

Looking at options for accomplishing the furnace installation which would also allow its

relatively rapid removal, it was felt a mission specific rack stt'ucture would be better suited than an

adaptation to the composite rack. The concept shown in Figure 6 reflects the initial thinking for

that approach. The final SSFF rack selection that is being offered in this report was actually

developed from a trade analysis performed under a Technical Directive of the MPS Contract,

NAS8-38079. In that analysis the pros and cons of an aluminum payload rack were weighed

against the composite rack being developed by Work Package 1. An extensive design package for

a six post core type rack was subsequently developed on the impetus of these study findings and

preliminary analyses showed it was a promising alternate to the WP1 structures. Based on the

"good feel" this rack concept gave, it was decided to alter the furnace rack approach of Figure 6, to

incorporate the upper rack details from the MPS study. Figure 9 is the resultant furnace rack

configuration which TBE is recommending for the SSFF. The core rack TBE recommends is the

aluminum rack developed by the MPS study.

3.2 MSS DETAILED DESCRIPTION

3.2.1

The core rack is an aluminum six post version of the space station composite racks. It has

four outer corner posts which are special aluminum extruded tubes with a pattern of pre-drilled

holes in two flanges at ninety degrees to one another, reference Figure 10. The mission specific

MSS is intended to attach to these post hole patterns. If it were necessary to remove the equipment

mounted to these flanges on orbit, then a segment of track would be installed behind the flange

3-3
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which would permit the use of an adjustable blind nut plate assembly for the attachment of

subsystem mounting structure. The approach to be utilized in mounting the majority of the SSFF

hardware will not need tracks. Most elements of the SSFF MSS will be permanently installed with

a regular bolt and lock nut system. Nut plate clips will be employed on the front rack flanges for

the individual tray or module face plate closeouts, reference Figure 11.

The core rack is divided into the two bays by a pair of center posts, which are extruded tees.

The center post has the same hole patterns on its web and flanges as the outer corner posts,

reference Figure 10. The MSS subsystem equipment will utilize the hole patterns in these posts for

mounting slide attachment brackets and slide assemblies, Figure 12, which are then interfaced to

the modular subsystem assemblies. The slides would always remain installed even if one of the

functional subassemblies had to be changed out or reconfigured, see Figure 13. The subsystem

equipment is packaged either on an aluminum plate or in a frame work which is attached directly or

by brackets to the slides. Some equipment may require additional localized rack mounting holes or

brackets which are located by the installation drawings. Because the racks are constructed of

aluminum shapes the inclusion of these additional mounting features can be easily accommodated

without major impact to the integrity of the structure. Analysis of the specific MSS components

and attachment features of the entire rack would be a standard requirement for all integrated

configurations.

The drawings developed under the MPS study task for the six post core rack configuration

are listed in Table 1. Since that package was generated, it has been decided that some

modifications to the rear frame work of the rack are in order for best use as a six post double bay

rack. Those modifications would include the addition of a central divider frame which would split

the rear access panel into at least two panels approximately 50.8 cm x 101.6 cm (20 in x 40 in).

The ORU assessment indicated that there would be many access requirements which did not

necessitate access to both bays of the rack interior;, therefore, some amount of astronaut time would

be saved by having to remove only half the previous panel. Future study may show additional

maintenance time savings could be realized by further division into four panels. Handling/storage

of a smaller panel is also simpler. A weight estimate for the six post core rack is shown in Table 2.

In addition to the basic rack frame, the MSS in the core rack consists primarily of the tray

support plates and slides shown in Figure 12. The plates are envisioned to be milled out of 2.54-

3.81 cm (1.0-1.5 in) thick aluminum stock in an isogrid pattern with a flat upper surface and

fastener insert node points on 6.985 cm (2.75 in) centers. The fastener nodes match the mounting

pattern to be furnished on the SSFF cold plates.
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TABLE 1. SPACE STATION FURNACE FACILITY
ALUMINUM CORE RACK DRAWING TREE

DRAWING TITLE

Payload rack, Level 1 Assembly

Side Access Panel Assembly

Skin Stiffener

Rear Access Panel Assembly

Rear Panel Skin Detail

Skin Stiffener

ISPR Pass Thru Panel

Upper Attach Mechanism-Assy

Pivot Mechanism Details

Comer Post Extrusion

Center Post Extrusion

Horizontal tube

Tube End Fitting

Upper Attach Fitting

Lower Attach Fitting

Pivot Housing

Diagonal Brace Assembly

Back Upper Comer Bracket

Skin Support Angles

Fabricated Clips

Skin Stiffeners

Shield Panel

Cargo Track

Only those drawings which were completed are listed.
shown in the weight estimate given in Table 2.

DRAWING NO.

JO-18000

JO-18010

JO-18014-01

JO- 18020

JO-18022

JO- 18014-02

JO-18030

683-14036

683-14037

JO-18112

JO-18122

JO-18130

JO-18132

JO-18140

JO-18150

JO-18160

JO-18170

JO-18190

JO- 18200

JO-18210

JO-18014

JO- 18220

683-14067

Additional drawings in the tree are

"_mtOV

3-12



320RPT0008

TABLE 2. SPACE STATION FURNACE FACILITY
ALUMINUM CORE RACK WEIGHT ESTIMATE

Component

Front Comer Posts (JO-18110), 2 ca
Rear Comer Post 00-18115), 2 ea
Center Post, Front (JO- 18120)
Center Post, Rear (JO- 18125)

Center Post Clips (JO-18126), 8 ea
Horizontal Tube (JO-18130), 4 ea
Tube End Fittings (JO-18132), 8 ea
Upper Attach Fitting (JO-18140), 2 ea
Lower Attach Fitting (JO-18150), 2 ea
Pivot Housing (JO- 18160), 2 ea
Diagonal Brace Assy (JO-18170), 3 ea
Access Panel Frame Details (JO- 18180) Angles

Straps
Clips

Back, Upper Comer Bracket (JO- 18190), 2 ea
Skin Support Angles (JO-18200) -01

-02
-03
-04
-05
-06

Fabricated Clips (JO- 18210)
Skin Stiffeners (JO-18014)
Shield Panel (JO- 18220)
Close Out Details (JO-18230)

Cargo Track (683-14067), 2ca
Side Access Panel Assy (JO-18010), 4ca
Rear Access Panel Assy (JO-18020)
ISPR Pass Thru Panel 00-18030)
Top Skin (JO- 18040)
Bottom Skin (JO- 18050)
Left Side Skin 00-18060)
Right Side Skin 00-18070)
Upper Attach Mechanisms (JO- 18080)
Pivot Fitting Assy (JO- 18090)
Fastener Allowance

Design Margin (10%)
Rack Total Estimate

W_ight E_t kg (lbs)

7.620 (16.760)
7.910 (17.410)
1.630 (3.580)
1.690 (3.720)
0.174 (0.384)
6.400 (14.080)
0.753 (1.656)
1.980 (4.356)
1.069 (2.352)
0.636 (1.400)
1.047 (2.304)
2.484 (5.464)
0.167 (0.368)
0.233 (0.512)
0.113 (0.248)
0.132 (0.290)
0.171 (0.376)
1.114 (2.450)
1.936 (4.260)
1.354 (2.980)
0.836 (1.840)
0.319 (0.701)
1.365 (3.004)
1.947 (4.284)
0.909 (2.000)
1.571 (3.456)
5.862 (12.896)
5.268 (11.590)
1.373 (3.020)
5.432 (11.950)
3.282 (7.221)
3.982 (8.760)
3.982 (8.760)
0.204 (0.450)
0.174 (0.384)
1.364 (3.000)
7.658 (16.848)

84.141 (185.114)
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3.2.2

The furnace rack is a specially modified version of a four post aluminum core rack. The

ISPR interface panel has been removed from the furnace rack so that the lower 203 cm (eight

inches) of the structure can be replaced by a one piece machined furnace support structure, Figure

14. This structure carries the vertical loads of the furnace out to the two lower rear SSF attach

fittings. A clamp type interface is to be employed in the furnace base ring to mate with this

structure. The furnace would set on the front edge of the support and slid horizontally to engage

the mating notch milled in the back half of the support platform. A separate bolt on clamp (Figure

15) would close off the front half of this ring and capture the furnace base. Two short beam

segments (Figure 16) are installed from the clamp ring to the front comer posts to stiffen the

furnace support vertically. A pair of strut assemblies (Figure 17) would also be installed at the top

ring of the IFEA to react fore and aft rocking loads/motion of the furnace enclosure and thereby

stiffen the lower attachment ring vertically. A dynamics model of the furnace rack arrangement has

shown that these elements are necessary to meet the minimum frequency requirement of 25 Hertz

for the rack. This same base ring would be a standard interface for other large furnaces. Smaller

IFEA modules (say less than 45.7 cm [18 inches] in diameter) could possibly use a four post core

type rack with a different type internal support frame work.

The drawings which have been generated in this study for the modified furnace rack structure

are listed in Table 3. A major portion of the structural details listed in Table 1 for the core rack also

have direct application in the furnace rack. The major additional MSS feature in the furnace rack

for subsystem equipment support is a bolt together frame which fastens to the base support and the

rear comer posts in back of the IFEA. This frame is shown in Figure 7. The FCU, FAU, and

Essentials Power Supply are mounted to plates fastened to the central part of this frame. Some

other subsystem elements are also fastened to the legs of the frame below the electronics boxes by

component specific brackets. Similar component specific brackets are also used through out the

rest of the rack to mount the balance of the subsystem equipment.

3-14
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TABLE 3. SPACE STATION FURNACE FACILITY
FURNACE RACK DRAWING TREE

DRAWING TITLE

Furnace Rack, Level 1 Assembly

Comer Post End Fitting

Lower Attach Fitting

Pivot Housing

Base Support Structure

Front Support Beam

Base Clamp V-Band

Equipment Frame Assembly

DRAWING NUMBER

9320001

9320009

9320012

9320013

9320018

9320019

9320020

9320021
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TABLE 4. SSFF ALUMINUM FURNACE RACK WEIGHT ESTIMATE

Component Weight Est KG (lbs)

Front Comer Posts

Post End Fittings
Rear Comer Posts
Horizontal Tubes

Tube End Fittings
Upper Attach Fittings & Mechanism
Lower Attach Fittings
Pivot Housings & Mechanism
Furnace Base Support Structure
Base Clamp Ring
Front Support Beams
Back Comer Bracket

Skin Support Angles
Side Access Panels
Rear Access Panel
Skin (0.060)
Skin Stiffeners

Cargo Tracks
Interface Panels
Interconnect Close Out Curtains
Rack Face Close Out
Fastener Allowance

Design Margin (10%)

7.1 (15.6)
0.4 (0.9)
6.8 (14.9)
3.2 (7.0)
0.4 (0.8)
2.2 (4.8)
2.1 (4.5)
0.9 (2.0)

24.1 (53.0)
3.2 (7.0)
1.8 (4.0)
0.1 (0.2)
7.5 (16.6)
5.8 (12.9)
5.3 (11.6)

16.5 (36.4)
1.1 (2.5)
1.6 (3.5)
0.9 (2.0)
2.3 (5.0)

13.6 (30.0)
1.8 (4.0)

10.9

Total 119.7 (263.3)
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INTRODUCTION

This section includes a collection of reports from the trade studies and assessments

required in the Space Station Furnace Facility Contract Statement of Work. These reports

were delivered at various reviews, workshops, and meetings during the performance of the

contract. The methodology and status of each trade was presented in viewgraph

presentations at each meeting. Each report is comensurate with the conceptual design of the

SSFF Core at the time of the report delivery. All reports prepared during Part 1, and so

dated, reflect the conceptual design at the CoDR.
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1. INTRODUCTION

1.1 GENERAL

This document defines operational requirements necessary for orbital operations of the

Space Station Furnace Facility (SSFF). This document includes the results of the engineering

analysis effort to develop Space Station Freedom (SSF) mission operational scenarios for man-

tended and permanently-manned operations. Also included in this report are the results of the

engineering analysis effort to develop SSFF component and event related command lists, data

output and downlink list, power circuit and demand lists, and crew activity lists. The mission

requirements defined in this effort were based on the resources required by the Crystal Growth

Furnace (CGF).

1.2

The purpose of this document is to demonstrate flight systems operation of the Space Station

Furnace Facility and to identify mission implications for the man-tended and permanently-manned

period on the SSFF.

1.3 APPLICABLE DOCUMENTS

WP 01 D683-10496-1

WP 01 D683-10495-1

MSFC JA- 1437

320RPT0(O8

Orbital Operations Requirements Analysis Data DR OP- 16

Systems Operations Scenarios DR OP-17

Crystal Growth Furnace Payload Operating Procedure

SSFF Subsystems Concept Reports
Science Capabilities Requirements Document

1°1
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2. APPROACH

2.1 METHODOLOGY

The methodology used to develop WBS 1.4.3 Mission Operation Scenarios was derived

from review of WP 01 D683-10496-1 Orbital Operations Requirements Analysis Data- DR OP-16

and D683-10495-1 WP01 Systems Operations Scenarios-DR OP-17 documentation. DR OP-16

and DR OP-17 define the WP01 prime contractor's understanding of the activities necessary for

their support of orbital operations in the Space Station Freedom program by definition of the flight

operations scenarios. DR OP-16 contains the operations requirements analyses performed to

define these WP01 flight operations scenarios. DR OP-17 contains the results of operations

requirements analyses performed on the scenario(s) defined in DR OP-16.

The mission operations analyses presented in this document were conducted following the

methodology presented in Figure 2-1. SSFF operations requirements were developed from inputs

of the Science Capabilities Requirements Document (SCRD), SSFF Specifications, Statement of

Work, and other applicable documents. SSFF operational events were determined from analyses

of the operations requirements and a top level scenario developed. The SSFF Operational Events

and Top Level scenario are shown in Figure 2-2. It is from this scenario that functional flow

analysis was performed. The functional flow analysis of the scenario is broken down to the lowest

level of functional detail until the functions are expressed as tasks, from which operational

requirements and support equipment are identified. Operational requirements are identified through

the use of worksheets corresponding to each identified task. An operational requirement defines a

capability which is needed in order for a given function to be performed. A baseline scenario is

compiled from analyses of individual task descriptions and operational requirements identified for

those tasks.

This approach in developing WBS 1.4.3 Mission Operations scenarios was decided upon to

simplify development of the scenarios, to expedite concurrence through use of documentation

familiar to NASA and to allow easy integration into developing WP 01 flight operations scenarios.

2-1



320RPT0011

r

o

--I

<_o
01-oo_
-i Z tS)

<u._

T
_o

I I

T
2-2

T
I

,,,I

;.uo 5 Pl

U.I I.U uJ Zl

_1
wOE. I
o. ww I

on-o I



320RPT0011

payload
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exchange
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experiment
operations
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FIGURE 2-2. OPERATIONAL EVENTS AND TOP LEVEL SCENARIO
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2.2 GROUNDRIJLES AND ASSIIMPTIONS

Assumptions and groundrules are derived for the purpose of determining solutions

concerning SSFF operations when actual data or hardware is not available. The Assumptions

listed are for all scenarios referred to in this document. The Assumptions are also valid for the

other scenarios generated in the Mission Operations Scenarios Document. Any additional

Assumptions regarding specific scenarios in the Mission Operations Scenarios Document will be

specified therein. The Assumptions for the Scenarios are listed by category in Table 2-1.
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3. SSFF OPERATIONS

3.1 OPERATIONS OVERVIEW

The SSFF consists of a core rack which will provide a set of standard support services to one

or more furnace modules. The facility is presently configured to operate with two separate furnace

modules. The variety of furnaces which could operate within SSFF will demand adaptability in

the core to provide the necessary resources to operate each type of furnace. The normal operating

flow for the SSFF is listed in Figure 3-1.

The operation of the SSFF consists of three phases: activation, processing and shutdown.

The activation phase involves turning on equipment throughout the facility. This includes the core

located equipment and the distributed equipment. After the activation phase is complete the SSFF

then enters a Manual Sample Exchange (standby) mode where the subsystems have been

configured and are waiting for resource and timeline availability. This mode allows the SSFF

subsystems to remain in standby while the furnace module is in a safe configuration for sample

loading.

The next phase is processing. After securing resources and timelining information the Data

Management Subsystem (DMS) will send a signal to the furnace to initiate a power tap sequence

and start a processing cycle. Processing of the samples includes venting and purging of the

furnace module by the Gas Distribution Subsystem (GDS). Upon completion of sample

processing the carousel will then deliver another sample to be processed. A purge and backfill of

the furnace chamber with clean processing gas will occur after three samples have been processed.

Depending on degradation of ampoules and resource availability the amount of purge and backfills

can be increased to provide a cleaner environment. Once a carousel (six samples/carousel) has

been processed the facility returns to the standby mode.

At this point the facility can either continue to process samples (after receiving a new

carousel) or enter the shutdown phase. The shutdown phase is essentially the activation phase but

in reverse order. First the facility is configured by the DMS for shutdown, followed by distributed

equipment shutdown then core equipment shutdown. To configure the facility for shutdown, the

DMS verifies furnace position, furnace temperature, and furnace condition. Once the furnace is

secure the Thermal Control Subsystem (TCS) then discontinues cooling flow to the distributed

equipment. Immediately following this the power is shut down to all distributed equipment. Core

equipment is then systematically reduced to the essential core equipment. The shutoff of the TCS

pump, immediately followed by the Core Control Unit's notification to suspend resources from

SSF completes the core equipmentshutdown. In order to continue processing samples the crew
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will be required to exchange set of samples.This will occur during permanently-manned capability

From the standby mode, the crew would perform a manual sample exchange to process another set

of samples. The process continues as before, processing samples in the carousel until it returns to

standby mode. At this point an option exist again for shutdown or continued operation of the

SSFF.

3.2 SUBSYSTEMS OPERATIONS DESCRIPTIONS

The SSFF can be broken down into four subsystems that monitor and control operations of

the facility: the Data Management Subsystem (DMS), the Gas Distribution Subsystem (GDS), the

Thermal Control Subsystem(TCS), and the Power Conditioning & Distribution Subsystem

(PCDS). The following paragraphs briefly describe the operation of each of these subsystems.

The Data Management Subsystem contains the electronics necessary to monitor and control

the subsystems. Other functions of the DMS include: monitoring the furnaces for temperature

inputs via thermocouples, control furnace translation over the sample, video camera positioning

and focus control, control of other actuators/effectors for the furnace, provide a communications

link between the subsystems, store (and/or process) experiment data, and also provide an interface

to Space Station Freedom DMS.

The Gas Distribution Subsystem (GDS) will provide an interface to the SSF Lab Nitrogen

System (LNS) and Vacuum Exhaust System (VES). GN2 will be used as a purge gas to clean the

furnace chamber while the vacuum vent line will be used to vent the furnace gases. A

Contamination Monitoring System will be used by the GDS to determine if it is safe to vent the

furnace gases to the VES. The GDS will also provide argon to the furnace modules as a process

gas. The argon will be provided as an ORU and can be replaced by other desirable process gases.

Control of the GDS is performed by the DMS.

The SSFF TCS water cooling loop collects heat from the furnace modules and subsystem

electronics. The heat is then transferred to the Space Station Thermal Control System via the core

-rack heat exchanger. During operation, coolant is directed in a single cooling line from the pump

package outlet through the heat exchanger, then branches into a three-branch parallel system with

each rack receiving one cooling line. The rack lines branch into two parallel legs to flow through

coldplate mounted equipment. In this configuration the TCS contains a total of six parallel legs

(two in each rack). The cooling lines in the experiment racks rejoin into one line before entering

the furnace modules. This enables the entire cooling load to be directed to the modules. After

leaving the racks the cooling lines are rejoined into one line in the core rack completing the flow

path of the cooling loop.

3-3



320RPT0011

The baseline concept of the PCDS provides for SSFF power to be brought into the facility at

the core rack. From here the power is then distributed to core subsystem equipment, furnace rack

equipment, and the furnace modules. The majority of the PCDS equipment is centralized in the

core rack. Secondary distribution equipment in the furnace racks allows for growth of the PCDS

by providing a point at which power can be brought into the SSFF through the furnace rack.

Power distribution and control will be controlled by the SSFF DMS.

3.3 EOUIPMENT SAFING

The operation of SSFF during Man-tended Configuration allows for extensive operation with

no crew present. This section describes the procedures for ensuring equipment safety and

redundancy in the SSFF subsystems if a possible emergency should arise. While the SSFF may

be capable of continued operation, the SSFF procedure for all cases of potential hazards is

termination of processing and a complete shutdown of the Furnace Facility. The Data Management

Subsystem will be responsible for initializing a shutdown procedure, when required, and will be

supported by the other subsystems within the facility. The Data Management Subsystem will be

capable of detecting and isolating safety issues as they occur. Redundancy within individual

subsystems has been incorporated in the subsystem design as much as practical, however each

subsystem is designed so that it may be reconfigured and/or shutdown via DMS. Critical

components have been identified for each of the subsystems and the relative hazard for failure of

this component has been assessed. The redundancy of equipment and areas of potential hazards are

addressed below by each subsystem.

POWER CONDITIONING AND DISTRIBUTION SAFINfi

The SSFF PCDS will address safety in two areas. 1) Safe shutdown of the SSFF and 2)

Protection of internal SSFF subsystems from internal failures.

The PCDS will support safe shutdown of the SSFF subsystems by providing an essentials

power supply in each rack. The essentials power supply combines two independent feeds

originating from SSF EPS while maintaining all the required isolation and protection requirements.

This power supply will provide power to any equipment necessary for the safe shutdown of the

SSFF. Since it is assumed that at no time will both SSF buses be lost simultaneously, the

essentials power supply will ensure that saf'mg power is at all times available to essential shutdown

equipment. The essentials power supply ensures that SSFF will meet this requirement.

The PCDS will protect SSFF equipment from internal failures through circuit protection.

Current limited switches will isolate failed equipment from other healthy equipment on the power

distribution network. This will prevent a single failure from impacting the entire facility
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electrically. Status indicators on switches will notify DMS when components have been nipped

off the network so that appropriate action can be initiated.

No safety related impacts are foreseen to be generated by the baseline PCDS concept other than

those normally associated with electrical power systems.

THERMAL CONTROL SUBSYSTEM SAFING

The Thermal Control Subsystem has no identifiable safety concerns other than those

normally associated with this type of system. Typical hazards and controls to be addressed are

listed below:

Release of water into cabin, furnace, etc.. Prevented by appropriate design safety
margins based on maximum design pressure (MDP) for all plumbing components.

Fall-safe design for loss of cooling to control potential hazards of fire, overpressurization
and touch temperature exceedances. Controls will include automatic removal of electrical
power when loss of cooling is sensed and use of accumulator to accommodate any
boiling or vaporization of water from an overheated furnace.

Touch temperature control for surfaces accessible to the crew during normal and
contingency operations. During normal operations, active cooling should maintain
surface temperatures below 45°C. For contingency operations (e.g., loss of cooling,
furnace re-entry), temperature indicator labels, malfunction/operational procedures with
warnings, sample cooldown times as determined by test, etc., are appropriate hazard
control measures.

Structural failure of rotating devices (e.g., pumps) with possible release of fragments.
Containment devices, protective devices such as thermal overload sensors and over-speed
control, plus adequate structural design including application of fracture control
requirements, are appropriate control measures.

GAS DISTRIBUTION SUBSYSTEM SAFING

The GDS conceptual design presents several significant safety concerns for the SSF and its crew.

Some of the more hazardous safety issues associated with the GDS design include:

Use of high pressure gasses with the potential for explosive rupture with fragments. Typical
hazard control measures for high pressure systems include designing pressure vessels to
MIL-STD-1522A which requires applications of fracture control techniques. Lines and
fittings will be designed to appropriate safety factors of 2.5 ultimate based on the system
maximum design pressure (MDP). When regulators, relief valves, etc., are used to
determine MDP, the system will have a level of failure tolerance appropriate to the hazard
classification level.

Overpressure control of high temperature furnaces processing hazardous experiment sample
materials which must be contained to preclude crew exposure to toxic materials and/or release
of materials corrosive to SSF hardware. Hazard controls will include provisions for two
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pressure relief devices on each furnace module (ideally, the issue of "at will" access to the
SSF (Vacuum Exhaust System) VES must be resolved to make the use of relief valves a

viable hazard control. (Note: the furnace pressure control schemes discussed in para.
3.2.1.2 are for small pressure fluctuations and are not considered as hazard controls).

The necessity for venting to space through the SSF VES which constrained to accept only
"non-hazardous" furnace exhaust products. Obviously, :vent "at will" is not feasible for the
furnace modules due to the hazardous nature of many experiment sample materials that are

planned to be processed (e.g., mercury). The approach proposed in the present conceptual
design (contamination monitoring and filtration of potential furnace exhaust products,
combined with the capability to shutdown and seal the furnace if necessary) is acceptable as a
hazard control. This assumes that the technology is feasible.

Use of rotating devices whose structural failure could result is release of fragments.
Structural failure of high speed rotating devices such as compressors are typically controlled
by containment devices, protective devices such as overspeed control, plus adequate
structural design, including application of fracture control techniques.

DATA MANAGEMENT SIlII,_YSTEM SAITING

The SSFF Data Management Subsystem will accommodate this requirement through the use of

redundant data buses and multiple processors involved in the monitoring and control of the facility.

The primary method of safety backup control is the approach that the furnaces are monitored by

both the Furnace Control Units and the Distributed Core Monitor Units (which also serve to

monitor the Core services being provided to the furnaces (Thermal, Gas, and Power)). The

resulting data is transmitted back via separate data paths (Experiment DMS Bus and the Core DMS

Bus) and the data comes together at the Core Control Unit which issues commands to the Core

Subsystem Services via the CMCU (which is providing monitoring and control of the other

subsystem Core Services). Through this method, the SSFF has provided redundant monitoring

and multiple processor verification of the command stream to the services.

As an added safety measure (in the event of CCU failure), there are two added scenarios that

are implemented. All of the Core Subsystem interfaces (TCS, GDS, and PDS) are resident on the

1553 Core DMS bus, for good reason.

If the CCU were to issue (or not issue) commands that provide for the safe operation of the

facility, through dynamic bus control (one of the modes of 1553) either the CMCU or the DCMU

can issue commands to provide control of the Core DMS Bus limited to the sating of the facility.

This would involve safe modes for the PDS, TCS, and GDS systems, and therefore safe the

facility (if necessary, the power could be pulled on components causing problems).

In the event that the current Bus Controller would not release the Core DMS Bus to the

secondary Bus Controller (although illegal by 1553 protocol) a hardwire control over all the

transceiver chip sets in all residents on the bus is implemented to provide a non-interruptable

method of terminating broadcast privileges of the current Bus Controller and cause the unit in
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question to be set into an listen only capacity. In this mode, the secondary master can implement a

safe shutdown of the facility.

Through these methods safe operation of the SSFF is insured to meet the requirements for

operation aboard Space Station Freedom.
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4. SSFF OPERATIONS SCENARIOS

4.1 INTRODUCTION

The generated SSFF scenarios are based on two configurations: man-tended capability

(MTC) and permanently-manned capabilities (PMC). MTC configuration will have the crew

available for the fh'st 15 days of a 90 day mission. PMC will include the crew participation

throughout a 90 day mission. The actual operation of the SSFF will remain similar throughout

both the MTC and PMC scenarios. Operation of the SSFF is completely automated, therefore

crew interaction with the SSFF is limited in both MTC and PMC. Manual exchange of samples

and the enhancement of visual capabilities from the crew will encompass the majority of the crews

activities. Both MTC and PMC scenarios developed herein demonstrate crew interactions with

the SSFF.

Samples used in the scenarios are based on Crystal Growth Furnace (CGF) samples, which

include HgCdTe, HgZnTe, GaAs, and CdTe. The samples were used to provide accurate data for

modeling resource requirements, but do not reflect the only samples that can be processed by

SSFF. The samples were categorized by processing time, to aid in the development of as many

types of scenarios as possible. The categories used were long samples and short samples.

Samples that are more than thirty, hours in processing time are referred to as long samples. Samples

requiring less than thirty hours are referred to as short samples. By selecting different

combinations of long and short samples, a generated scenario (or one part of the scenario) can

demonstrate typical SSFF operations.

4.2 MAN-TENDED CONFIGURATION

4.2.1

The MTC scenarios were developed with the intent of showing the interaction between SSFF

and the crew as well as to demonstrate system functionality. Crew interaction would be required

during the f'trst 15 days for sample loading and checkout of the SSFF. Sample processing would

occur upon crew departure from SSF to minimize any vibrations. The samples processed are

HgCdTe, HgZnTe, GaAs, and CdTe in a Module #1 Furnace. The MTC scenarios listed below

are selected to demonstrate possible envelope limits in requirements. Specific mission profiles can

be generated by combining various scenarios.

4.2.2 MTC Scenario Descrintions

Scenario #1 is used as a baseline for SSFF operations. The first sample is a characterization

sample for the furnace. The remaining five samples are HgCdTe, HgZnTe, GaAs, CdTe and

HgZnTe. HgZnTe is repeated to demonstrate typical SSFF operation with a six sample carousel.

The processing time for completion of all samples does not require the entire 90 day mission.
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Scenario #2 demonstrates a typical mission under normal SSFF operations. The samples are

again HgCdTe, HgZnTe, GaAs, CdTe, and a characterization sample. HgZnTe is again repeated.

However, the run time is lengthened to complete the processing of a 12-15 cm sample. This time

increase accounts for 42 additional days per HgZnTe sample. This scenario will fill an entire 90

day mission cycle.

Scenario #3 represents the functionality of SSFF in handling combinations of long and short

processing times. It also provides data for potential combinations of samples. A characterization

sample, HgCdTe, HgZnTe, GaAs, and CdTe are the samples processed. The fh'st three samples

processed are a characterization sample, CdTe and GaAs and require a short, a long and a short

processing time respectively. The three remaining samples (CdTe, HgCdTe and GaAs) are

subsequentially processed in a random order. Random order refers to processing a long or short

sample followed by two sample of opposite processing duration. (e.g. short, long, long)

Scenario #4 reflects a possible scenario of processing a set of six samples during the first 15

days of MTC. The samples used are a characterization sample, GaAs and HgCdTe. GaAs and

HgCdTe are repeated for the remaining five samples because of their short processing times.

Scenario #5 exhibits the possibility of an interruption in processing a carousel of samples.

The type of samples processed are HgCdTe, HgZnTe (extended processing time), HgZnTe, GaAs,

and CdTe. They are processed in random order. The scenario includes a SSFF shutdown

procedure upon request from SSF. This shutdown request will occur before all of the samples can

be processed.

Scenario #6 will demonstrate a possible procedure for equipment sating. The type of

samples processed are the same as in Scenario #5. The scenario will include a SSFF shutdown

procedure that occurs as the result of a loss of one SSF power bus.

Scenario #7 displays a delayed time increment for the possible reprogramming of furnace

parameters. The reprogramming task occurs after completion of the second sample. The SSFF

remains in standby during a 20 minute delay for reprogramming of the processing parameters. The

type of samples processed are again the same as in Scenario #5.
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4.3 PERMANENTLY-MANNED CONFIGURATIO N

4.3.1

The permanently-manned scenarios were developed to show the interaction between the

SSFF and the crew during a 90 day mission. Crew interaction could be utilized any time during a

90 day mission. Permanently-manned scenarios include the addition of Furnace Module #2, a

Programmable Multi-Zone Furnace (PMZF). The model used for the PMZF furnace is based on

the CGF furnace plus resource requirements available for optional video equipment. The samples

processed in Furnace Module #2 are a furnace characterization sample, HgCdTe, HgZnTe, GaAs,

and CdTe. The PMC scenarios are similar to the previous MTC scenarios in that the actual

operation of the furnaces remain the same, however, the scenarios will demonstrate overlapping

furnace operation and reflect total power, crew and resource levels for both furnaces. These

scenarios are selected to identify extreme cases for furnace operation. Listed below is a description

of eight scenarios generated for PMC configuration.

4.3.2 PMC Scenario Descriptions

Scenario #8 is used as a baseline to demonstrate normal SSFF operations with two furnaces.

The first sample in each furnace is a characterization sample. The remaining five samples are

HgCdTe, HgZnTe, GaAs, CdTe, and HgZnTe. HgZnTe is repeated in both furnaces to

demonstrate typical operations using a six sample carousel. Once the initial six samples have been

processed, the crew will load the furnaces with another six samples to utilize an entire 90 day

mission.

Scenario #9 demonstrates the adaptability of SSFF to handle samples requiring extended

processing times while minimizing crew time. The time for processing one of the samples of

HgZnTe is extended in both furnaces to allow processing of all samples to be completed within the

90 day mission. As a results of the extended processing times no carousel exchange is needed.

Scenario #10 illustrates the maximum use of crew time. Furnace Module #1 and Furnace

Module #2 process the same samples used in Scenario #4. These samples are GaAs and HgCdTe

and require extremely short processing time. Upon completion of a carousel, the crew will

exchange samples. The short processing cycles demand extensive crew time for changing

samples. This scenario will demonstrate a total

Scenario #11 portrays combinations of long and short processing times in both furnaces.

The model purposely allowed peak power to be obtained in both Furnace Modules simultaneously.

It was assumed that SSF mission timelines would try to avoid this scenario but that there was a

possibility of it occurring. The data generated by this scenario depicts peak power requirements
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occurring with two furnace operation for these type of samples. Furnace Module #1 and Furnace

Module #2 will process two samples of CdTe, GaAs, HgZnTe, and an extended sample of

HgZnTe.

Scenario #12 exhibits the interruption of one furnace from processing a complete carousel of

samples. This scenario includes two samples of C.dTe, a sample of HgCdTe, a sample of HgZnTe

and an extended sample of HgZnTe repeated for each furnace. This scenario includes a SSFF

shutdown procedure for one furnace upon request from SSF. This shutdown request will occur

before all of the samples can be processed in that furnace module. The other furnace module will

remain operating. This scenario is modeled to demonstrate a possible request from SSF reduce

power consumption.

Scenario #13 demonstrates possible equipment sating for SSFF. Both furnaces are

interrupted as a result of a loss of power to one bus. Both furnaces process the same type samples

that were processed in scenario five.

Scenario #14 displays a short delayed time increment for the possible reprogramming of

furnace parameters. One furnace exhibits a reprogramming task while the other furnace operates

normally. The type of samples processed are the same as in scenario five.

Scenario #15 displays a short delay in processing for Furnace Module #1 and an extended

delay in processing for Furnace Module #2. This reflects a scenario in reprograrnming run specific

data for furnaces. The extended delay due to constraints in the ability to uplink new software is a

possibility. The type of samples processed are again the same as in scenario five.

kv

4-5



320RPT001I

©
mu

Z

o

o g

_._
..._

_u

O

t..
_q

oE_

_D

oQo_

t_

,,... O O_

_ 0 _

_r_ _:_

4-6



320RPT0011

5. OPERATIONS ANALYSIS

5.1 FUNCTIONAL FLOW ANALYSES

This section includes the functional flow analyses data. The functional flows illustrate the

procedures which are requixed for normal check-out and operation of SSFF. The functional flows

are broken down into low levels of functional details until specific tasks are identified. It is from

these flows that operational requirements are derived and traceability is maintained throughout the

analysis. The top level functional flow for a generic scenario is shown in Figure 5-1. The detailed

functional flow analysis for this same scenario is contained in Table 5-1. An outline of the flow

detailed to the level of functional tasks is shown in Table 5-2. Some tasks have been combined to

meet the minimum time constraints used in modeling.

5.2 OPERATIONS RESOURCE REOUIREMENTS ANALYSES

This section includes the Operations Resource Requirements Analyses which defines the

resources used for the normal operation of SSFF. From the Functional Flow Analyses functional

tasks arc determined. These tasks arc analyzed for the requirements needed for completion. This

is accomplished through the use of workshects corresponding to each task. Power, Crew,

Thermal, and Data resources are each determined from these workshects. Since the tasks for

operation of SSFF remain similar for all scenarios, the resources were determined for a generic

scenario. The resources required in support of experiment processing are different depending on

sample type. Therefore, the resources required for this step of the scenario will be listed in

Appendix A for each specific scenario. The event related and component list for a generic

scenarios are shown in Table 5-3. The Resources (Power circuit and demand, Data output,

Thermal Requirements) list for the generic scenario is shown in Table 5-4. The crew activity lists

for the baseline scenarios shown in Table 5-5. The MTC and PMC generated scenario data is

compiled in Appendix A.

5.3 OPERATIONS TIMELINE ANALYSES

This section includes the Operations Timeline Analyses. An event related timeline for the Baseline

operational scenario is shown in Table 5-6. This timeline relates the Functional flow events tbr the

normal operation of SSFF to actual time and day occurrence in a proposed 90 day mission. This

timeline is shown for a baseline scenario only. Other scenario timelines for different sample

configurations are included in Appendix A.
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NUMBER

15.1.1

15.1.2

15.1.3

15.1.4

15.1.5

TABLE 5-3. EVENT RELATED AND COMPONENT LIST

FUNCTIONAL OBJECTIVE EQUIPMENT RE(_UIRED
T[I'LE NUMBER II'EM

CCU and CMCU Act 15.1.1

320RPT0011

SSFF to Ground Link

TestCMCU

Configure and Test TCS in Core Rack

Test CPC

15.1.2

15.1.3

15.1.4

15.1.5

Core Control Unit
Removable Herd Drive
CDROM/WORM Drive
High Demity Rocord_

Core Monitor C.on_ol Unit
Crew Interface

CPCS
RPCM

_tials Pow_ Supply
Voltage and Current Sensors

Core Control Unit
Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Interface

CPCS
RPCM

Essentials Power Supply
Voltage end Current Sensors

Core Control Unit
Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Interface

CPCS
RPCM

Fa_tials Powez Supply

Voltage end CurrentSensors
Core Control Unit

Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew _e

CPCS
P.PCM

Essentials Power Supply
Voltage and Current Sensors

Shutoff Valves

Pump Package
Flow Meters

Flow Control Valves
Temperauaz Sensors
Pressure Transducers

Core Conlxol Unit
Removable Hard Drive
CDROM/WORM Drive
High Density Rec.order

Core Monitor ControlUnit
Crew _ace

CPCS
RPCM

Essentials Power Supply
Voltage end Current Sensors

Shutoff Valves

Pump Package
Flow Me_rs

Flow Control Valves

Temperature Sensors
Pressure Transducers

Core Power Conditioners
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NUMBER
15.1.6

15.1.7

15.1.8

TABLE 5-3.EVENT RELATED AND COMPONENT LIST (Continued)

FUNCTIONAL OBJF_L:IIVE

HILE
GDS Test

Activate Camera And Videolink
(IF APPLICABLE)

Core Readiness Check

NUMBER

15.1.6

15.1.7

15.1.8

320RPT0011

EQUIPMENT RE(_D

Core Control Unit
Removable Hard Drive
CDROM/WORM Drive

High Demity Recorder
Core Monitor Control Unit

Crew Int_ace
CPCS
RPCM

Essentials Power Supply
Voltage and Current Sensors

Shutoff Valves
l_o Package

w Meters
Flow Control Valves
Temperau_re Sensors
Pressure Transducers

Latching Solenoid Valves
Contamination Monitor

Core Control Unit
Removable Hard Drive
CDROM_ORM Drive
High Density Recorder

Core Monitor Conu_l Unit
Crew Interface

CPCS
RPCM

Essentials Power Supply
Voltage md Current Sensors

Shutoff Valves

Pump Package
Flow Meters

Flow Control Valves
Temperamre Sensors
Pressure Transd_
Video Processor Unit

Core Control Unit
Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Interface

CPCS
RPCM

Essentials Power 'Supply
Voltage mad Current Seaasors

Shutoff Valves
Pump Package
Flow Meters

Flow Control Valves
Temperature Sensors
Pressure Transducers
Video Processor Unit
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NUMBER

15.2.1

15.2.2

15.2.3

15.2.4

TABLE 5-3. EVENT RELATED AND COMPONENT HST (Continued)

FUNCTIONAL OBJECTIVE
TII'LE

CCU powers RPCM/DCMU

CCU powers FCU

FCU Checkout

FAU powered

NUMBER

15.2.1

15.2.2

15.2.3

15.2.4

320RPT0011

EQUIPMENT REQI_D

Core Control Unit
Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Interface

CPCS
RPCM

Essertfiels Power Supply
Voltage and Current Seaasors

Shutoff Velves

Pump Package
Flow Meters

blow Control Valves
Temperature Sensors
Pressure Transducers
Video Processor Unit

Distributed Core Monitorin_ Unit
Core Control Unit

Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Interface

CPCS
RPCM

Essentials Power Supply
Voltageand CurrentSensors

Shutoff Valves
Pump Package

blow Meters
Flow Conu'ol Valves

Temperature Sensors
Pressure Transducers
Video Processor Unit

Distributed Core Monitoring Unit
Furneee Control Unit

Core Control Unit
Removable Hard Drive
COROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Interf_.e

CPCS
RPCM

Essentials Power Supply
Voltage and Current Sensors

Shutoff Valves
Pump Package
Flow Meters

Flow Control Valves

Temperatme Sensors
Pressure Transducers
Video Processor Unit

Distributed Core Monitoring Unit
Furnace Conlrol Unit

Core Conu'olUnit
Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Cormol Unit
Crew Interface

CPCS
RPCM

Essentials Power Supply
Voltage and Current Sensors

Shutoff Valves
Pump Package

blow Meters
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15.2.5

15.2.6

15.2.7

TABLE5-3.EVENT RELATED AND COMPONENT LIST (Continued)

FUNCTIONAL, OBJF_£.'I] VE
IHL.E

FAU powered

FMCU Checkout

Configured and Test TCS in
Furnace Rack

GDS test

NUMBER
15.2.4 cont.

15.2.5

15.2.6

15.2.7

320RPT0011

EQUIPMENT RE(_D

Flow Control Valves
Temperlttne Sensors
Pressure TrantAucers
Video Processor Unit

Disuibuted Core Monitoring Unit
Furnace Conu, ol Unit

F.tmaace Actuator Unit
Core Conrail Unit

Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Interface

CPCS
RPCM

Essentials Power Supply
Voltage and C_t Sensors

Shutoff Valves
Pump Package

Flow Meters
Flow Control Valves
Tcmper=u=re Sensors
Pressure Traz=ducers
Video Processor Unit

DistributedCore Monitoring Unit
Fmnac_ Control Unit

Furnace Actuator Unit
Core Control Unit

Removable Hard Drive
CDROM/WORM Drive
High Density Recorde_

Core Monitor Control Unit
Crew Interface

CPCS
RPCM

Essentials Power Supply
Voltage and Currem Sea.ors

Shutoff Valves
Pump Package

Flow Meters
Flow Control Valves

Tempezature Sensors
Pressure Transducers
Video ProcessorUnit

Disu-ibuled Core Monitoring Unit
Ftmaaee Control Unit

Furnace Acmst_ Unit
Core Control Unit

Re_novable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Interface

CPCS
RPCIV!

Essentials Power Supply
Voltage madCurrent Sensors

Shutoff Valves

Pump Package
Flow Meters

Flow Control Valves
Temperature Sensors
Pressure Transducers
Video Processor Unit

Distributed Core Monitoring Unit
F_ Control Unit

Furnace Acnlamr Unit
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NUMBER
15.2.8

320RPT0011
TABLE5-3.EVENT RELATED AND COMPONENT LIST (Continued)

FUNCYIONAL OBJECTIVE
THLE

Furnace Specific Tests

NUMBER
15.2.8

EQUIPMENTR_Ol_tJ
ll_'Vl

Core ConurolUnit
Removable Hard Drive
CDROM/WORM Drive

HighDensityRecorder
Core Monitor Control Unit

Crew Interfw.e
CPCS

RPCM
Essemials Powe_ Supply

Voltage and Current Sea'tsors
Shutoff Valves
Pump Package

Flow Meters
Flow Control Valves
Temperature Sensors
PressureT_uc_r_
Video Prcr.essor Unit

Distribut_l Core Monitoring Unit
Ftmaaee Control Unit

Furnace Actuator Unit
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NUMBER
15.3.1

15.3.2

15.3.3

15.3.4

320RPT0011

TABLE 5-3. EVENT RELATED AND COMPONENT LIST (Conlinu_)

FUNCTIONAL OBJEUHVE

TITLE

Command Manual Sample Exchange

V_/Ffll Fumae_ Module 1

Equalize Furnace Module 1 Pressure

Prep Equipment

NUMBER
15.3.1

15.3.2

15.3.3

15.3.4

FqUWME_VrR_O_D
Core Control Unit

Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor ControlUnit
Crew Interface

CPCS
RPCM

E,utemials Power Supply
Voltage and Ctm_t Sensors

Shutoff Valves

Pump Package
Flow Meters

•Flow Conm31 Valves

Tempe,ature Sensors
Pressure Tnu'_sducers
Video ProcessorUn/t

Dism'bu_ Core Monlu_ring Unit
Furnace Conurol Unit
FurnaceActuatorUnit

Core Conmol Unit
Removable Hard Drive
COROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Interface

CPCS
ILPCM

Essentials Powe_ Supply
Voltage end Current Sensors

Shutoff Valves
Pump Package
Flow Meters

Flow Control Valves
Tempentu_e Sensors
Pressure Transducers
Video Processor Unit

Disuihuted Core Monitoring Unit
FurneceControl Unit
FurnaceActuator Unit

Core Control Unit
Removable Hard Drive
CDROM/WORM Drive
High Da_iv/Recorder

Core Monitor Control Unit
Crew Interfw_e

CPCS

Essentials Power Supply
Voltage and Current Sensors

Shutoff Valves
Pump Package
Flow Meters

Flow Control Valves
Temperature Sensors
Pressure Transducers
Video Processor Unit

Dism'butod Core Monitoring Unit
Fm'na_ Control Unit
FurnaceActuator Unit

Manual Valve
Core ConU-ol Unit

Removable Hard Drive
CDROM/WORM Drive
High Density Record_

Core Monitor Conl_l Unit
Crew Imeffsce

CPCS

5-10



NUMBER
15.3.4 cont.

15.3.5

15.3.6

15.3.7

TABLE 5-3. EVENT RELATED AND COMPONENT LIST (Contim_)

FUNCTIONAL OBJECTIVE

TITLE

Prep Equipment

Open SIP

Insert Samples

Close SIP

NUMBER
15.3A _onf.

15.3.5

15.3L6

15.3.7

320RPT0011

EquwMe.m"_UU_D
IIY.M

RPCM
Essentials Power Supply

Voltage and Current Sensors
Shutoff Valves
Pump Package

Flow Meters
Flow Control Valves
Temperauae Sensors
Pressure Transducers
Video Processor Unit

Distribut_l Core Monitoring Unit
Furnace Control Unit

Actuator Unit
Core Control Unit

Removable H=d Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew hterf_:e

CPCS
RPCM

EssentiaLs Power Supply
Voltage and Current Sensors

Shutoff Valves
Pump Package
Row Meters

Flow ControlValves

Temperature Sensors
Pressure Transducers
Video Pmc_sor Unit

Distributed Core Monitoring Unit
Furnace ControlUnit

Furnace Aet_tor Unit
Core Control Unit

Removable Hard Drive
CDROM_ORM Drive
High Dertsity Rocorder

Core Monitor Control Unit
Crew Interface

CPCS
RPCM

Essentials Power Supply
Voltage andCurrent Sensors

Shutoff Valves
Pump Package

Flow Meters
Flow Con_-ol Valves
Temperaua'e Semors
Presm-e Transducers
Video Processor Unit

Dism2mmd Core Monitoring Unit
Furnw._ Control Unit

Actuator Unit

Core Control Unit
Ramovable Hard Drive
CDROM_ORM Drive
High DensityRecorder

Core Monitor ConlzolUnit
Crew Interfw,e

CPCS
RPCM

_tials Power Supply
Voltage and Current Sensors

Shutoff Valves
Pump Pac_ge
Row Meters

Row Control Valves
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NUMBER
15.3.7cont.

15.3.8

15.3.9

15.3.10

TABLE 5-3.EVENT RELATED AND COMPONENT LIST (Cominued)

FUNCTIONAL OBJECHVE
tltL,E

Close SIP

Open Valves

Command Man. Sample Exchange Off

Perform Seal Check

NUMBER
15.3.7 cont.

15.3.8

15.3.9

15.3.10

320RPT0011

EQUIPMI_rI" _

Tamperattwe Sensors
Pressure Transducers
Video ProcessorUnit

Disuibuted Core Monitoring Unit
Furnace Control Unit

F,mm:e Actuator Unit
Core Control Unit

Removable Hard Drive
CDROM/WORM D_e

High Density Recorder
Core Monitor Control Unit

Crew Interface
CPCS
RPCM

Essentials Power Supply
Voltage end Current Semors

Shutoff Valves
Pump Package

How Meters
Flow Conu_ol Valves
Tampe='ature Sensors
Pressure Transducers
Video Processor Unit

Distributed Core Monitoring Unit
Furnace Control Unit
FurnaceActuatorUnit

Manual Valves

Core Control Unit
Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Inmdace

CPCS
RPCM

Essertdals Power Supply
Voltage end Current Sensors

Shutoff Valves
Pump Package
Flow Meters

Flow Control Valves
Temtmtmme Sensors
Pressure Transducers
Video Processor Unit

DistributedCore Monitoring Unit
Furnace Control Unit

A_r Unit
Core Control Unit

Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Interface

CPCS
RPCM

EssentiaLs Power Supply
Voltage and Currem Sensors

Shutoff Valves

Pump Package
Flow Meters

Flow Control Valves

Temperana-e Sensors
Presrdre Transducers

Video ProcessorUnit
Distributed Core Monitoring Unit

Furnace Control Unit
Furnace Acnmtnr Unit
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NUMBER
15.3.11

TABLE 5-3.EVENT RELATED AND COMPONENT LIST (Continued)

FUNCTIONAL OBJECTIVE
TfFLE

Load Process List

NUMBER

15.3.11

320RPT0011

Care ControlUnit
Removable Hard Drive

CDROMfWORM Drive
High Ekmsity Recorder

Core Moniax Control Unit
Crew Int_ace

CPCS

RPCM

Essentials Power Supply
Voltage and Current Sensors

Shutoff Valves
Pump Package

Flow Meters
Flow ControlValves

Tempezam_ Sensors
Pressure Transducers
Video Processor Unit

Distribut_l Core Monitoring Unit
Fm-nac,c Control Unit
F'urnaceActuatorUnit
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NUMBER
15.4.1

15.4.2

15.4.3

15.4.4

320RPT0011

TABLE 5-3. EVENT RELATED AND COMPONENT LIST (Continued)

FUNCTIONAL OBJECTIVE

lilLE

GN2 Purge Furnace

Argon Backf'tU

Command Sample Process

TCS Configured for Standby

NUMBER

15.4.1

15.4.2

15.4.3

15.4.4

EQUIFMI_IT R_.qUtI_D
ll_/d

Core ControlUnit
Removable Herd Drive
CDROM/WORM Drive
High Density Recorder

Corn Mtmitm Corm,ol Unit
Crew Interface

CPCS
RPCM

Essentials Power Supply
Voltage and _t Sensors

Shutoff Valves

Pump Package
blow Meters

Flow Control Valves
Temperature Sensors
Press'me Transducers
Video Proeess_ Unit

Distributed Core Monitoring Unit
Fro'trace Conlxol Unit

Furnace Actuator Unit
Core Cont_rol Unit

Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor ControlUnit
Cmw Interface

CPCS
RPCM

F.ssentials Power Supply
Voltageand Curreaat Smsors

Shutoff Valves
Pump Package

Flow Meters
Flow Control Valves
Temperatnre Sensors
Pressure Transducers
Video _ocessor Unit

Distributed Core Monitoring Unit
Furnace Control Unit

Furmz_e A_3_t_ Unit
Core Control Unit

Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Inmrface

CPCS
RPCM

Essentials Power Supply
Voltage end Current Smsors

Shutoff Valves
Pump Package
Flow Meters

Flow Conlzoi Valves
Temperaua'e Sensors
Pressure Transducers
Video Processor Unit

Distributed Coam Monitoring Unit
Fm'nace Control Unit

A_,m_tor Unit
Core Control Unit

Removable Hard Drive

CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Intca'fnce

CPCS
RPCM
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NUMBER
15.4.4 cont.

15.4.5

15.4.6

320RPT0011

TABLE 5-3.EVENT RELATED AND COMPONENT LIST (Continued)

FUNCTIONAL OBJECTIVE

TIILE

TCS Configured for Standby

Monitor Tin'reline

TCS configuredforProcessing

NUMBER
15.4.4 cont.

15.4.5

15.4.5

Essentials Power Supply
Voltage and Current Sensors

Shutoff Valves
Pump Package

Flow Meters
Flow Control Valves

Ternlxtature Sensors
Pressure Transducers
Video Processor Unit

Distributed Core Monitoring Unit
F_ Control Unit
Furnace Actuator Unit

Core Control Unit
Removable Hard Drive
CDROM/WORM Drive
High Demity Recorder

Core Monitor Control Unit
Crew Into'face

CPCS

EsseatiLls Power Supply
Voltage and Current Sensors

Pump Package
Flow Meters

Flow ControlValves

TemperatureSensors
Transducers

Video Processor Unit

Disffibuted Core Monitoring Unit
Furnw.¢ Control Unit
Furrm_ Actuator Unit

Core ControlUnit
Removable Hard Drive

CDROM/WORM Drive
High Demity Recorder

Core Monitor Control Unit
Crew Interface

CPCS

Essentials Power Supply
Voltage and Current Sensors

Shutoff Valves

Pump Package
Flow Meters

Flow Control Valves
Temperav.n'e Sensors
Pressure Transducers
Video Processor Unit

Distribut_ Core Monitoring Unit
Furnace Control Unit

Furnace Actuator Unit
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NUMBER
15.5.1-15.5.4

TABLE 5-3. EVENT RELATED AND COMPONENT LIST (Continued)

FUN_'I'IONAL OBJECTIVE

IIIL.E NUMBER
Sample Process 15.5.1-15.5.4

320RPT0011

Equ_,_r _u

Core Control Unit
Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Interface

CPCS
RPCM

Essentials Powez Supply
Voltage and Current Sensors

Shutoff Valves
Pump Package

Flow Meters
Flow Control Valves

Temperature Sensors
Pressure Transducers
Video Processor Unit

Distributed Core Monitoring Unit
Fm'nace Control Unit

Faa'nace Actuator Unit
Fmnac_ Module 1
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NUMBER
15.6.1

15.6.2

15.6.3

TABLE 5-3.EVENT RELATED AND COMPONENF L/ST (Conllnued)

FUNCTIONAL OBJECTIVE
"III'LE

Verify for experimeaat shutdown

Furna_ In HOME position

Configure TCS

NUMBER
15.6.1

15.6.2

15.6.3

320RPT0011

EQUIPMENT RE_D

Core ControlUnit
Removable Hard Drive
CDROM_ORM Drive

High Density R_order
Core Monitor Control Unit

Crew Interface
CPCS
RPCM

Essentials Power Supply
Voltage and Current Sensors

Shutoff Valves

Pump Package
Flow Meters

Flow Control Valves
Te_nperatm_ Sensors
Pressure Transducers
Video Processor Unit

Distributed Core Monitoring Unit
FurnaceControl Unit

Actuator Unit
Furnace Module 1

Core Control Unit
Removable Hard Drive
CDROM/WORM Drive
High D_lsity Recorder

Core Monitor Cona-ol Unit
Crew Interface

CPCS
RPCM

Essendals Pow_ Supply
Voltage md Current Sensors

Shutoff Valves
Pump Package
Flow Meters

Flow Control Valves
Temperature Sensors
Pressure Transducers
Video Processor Unit

Distributed Core Monitoring Unit
Ftmaw.e Control Unit

ActuatorUnit
Fumac_ Module 1

Core Conlzol Unit
Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Interfw, e

CPCS
RPCM

Essentials Power Supply
Voltage mad Current Sensors

Shutoff Valves

Pump Package
Flow Meters

Flow Control Valves

Te=nperatme Sensors
Pressure Transducers
Video Processor Unit

Distributed Core Monitoring Unit
Fum*.-e Control Unit

ActuatorUnit
FurnaceModule I
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NUMBER
15.7.1

15.7.2

15.7.3

15.7.4

320RPT0011

TABLE5-3.EVENT RELATED AND COMPONENT LISTS (Continued)

FUNCTIONAL OBJEC_VE
tnt.£

Shutdown GDS Subsystems

Shutdown TCS Subsystems

DMS Nonessentials Shutdown

TCS Pump Shutdown

NUMBER
15.7.1

15.7. 2

15.7.3

15.7.4

EQUIVMI_IT RE_D

Core Control Unit
Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Monitor Control Unit
Crew Interface

CPCS
RPCM

Essentials Power Supply
Voltage and Current Sensors

Shutoff Valves
Pump Package
Flow Meters

Flow Control Valves
Temperatme Sensors
Pressure Transducers
Video Processor Unit

Core Control Unit
Removable Hard Drive
CDROM_ORM Drive
High Density Recorder

Core Mortitor Control Unit
Crew Interface

CPCS
RPCM

Essentials Powez Supply
Voltage end Current Sensors

Shutoff Valves

Pump Package
Flow Meters

Flow Control Valves
Temperaun-e Sensors
Pressure Transducers
Video Processor Unit

Distn'buted Core Monitoring Unit

Core Control Unit
Removable Hard Drive
CDROM/WORM Drive
High Density Recorder

Core Martitor Cona-ol Unit
Crew Interface

CPCS
RPCM

Essentials Power Supply
Voltage and Current Semors

Shutoff Valves

Pump Package
Flow Meters

Flow Control Valves

TemImramre Sensors
Pressure Transducers
Video Processor Unit

Core Control Unit
Core Monitor Control Unit

Essontiaht Power Supply
Voltage and Current Se_nsors

Flow Meters
Flow Contzol Valves
Temperature Sensors
Pressure Transducers

=
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NUMBER
15.7.5

15.7.6

320RPT0011

TABLE 5-3. EVENT RELATED AND COMPONENF LIST (Con_)

FUNCTIONAL OBJECTIVE

TH1.E

Request Station Services Shutdown

CCU Shutdown

NUMBER

15.7-5

15.7.6

E(_U1PMENT R_ )UIRED
3EM

Core Control Unit
Core Monitor Control Unit

Euentiels Power Supply
Voltage _nd Currem Sensors
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TABLE 5-4, RESOURCE AND EVENT RELATED LIST

Task

15.0.1

15.0.2

15.1.1

15.1.2

15.1.3

15.1A

15.1.5

15.1.6

15.2.1

15.29

15.2.3

15.2.4

15.2.5

15.2.6

15.2.7

15.2.8

15.3.1

15.3.2

15.3.3

15.3.6

15.3.7

15.3.8

15.3.9

15.3.10

15.3.11

15.4.1

15.4.2

15.4.3

15.4.4

15.5.1

15.5.2

15.6.1

15.7.2

15.7.3

15.7.4

15.7.5

i

Identir/# Task Description
Manual valves

SSF specific services
Activate CCU andCMCU

SSF to Ground Link

Test CMCU
Configure and test TCS
Test CPC

GDS test in core

CCU powers RPCM

CCU powers FCU
,FCU Checkout

FAU Powered

FAU Checkout

CCU Confi_,urment of TCS
Checkout GDS

Furnace Specific Test

Command Sample Exchange
Vent/FillFurnace Module

Equalize Pressure

Prep Equipment

Open SIP

Insert Samples
Close SIP

Open Valves

Command Man. Exchange Off
Perform Seal Test

Load Process List

GN2 Purge Furnace

Argon Backfill

Command Sample Process

TCS Configured

Furnace Heatup

SampleMelt/Soak

Sample Process

Cool Sample
Check for Home Position

Furnace specific Test

Verify Experiment Shutdown

Shutdown GDS core subsystems
Shutdown DMS Nonessentials

:Shutdown TCS core subsystems
iShutdown Power and CCU

Peak Power Req'd
0.0

0.0

1000.8

1000.8

1000.8

1147.9

1463.7

1305.8

1322.0

1762.0

1762.0

2098.8

2098.8

2113.6

1816.5

1816.5

2148.7

2148.7

Thermal(air)

0.0

0.0

114.0

Thermal(liquid)
0.0

0.0

Data Generate(

0.0

0.0

886.8 16.0

114.0 886.8 32.0

114.0 886.8 16.0

1026.5121.4

137.2 1326.5

129.3 1176.5i

263.5! 1058.5

285.5 1476.5

285.5! 1476.5

1796.5302.3

302.3 1796.5

303.1 1810.5
304.4 1816.5

1816.5

1816.5

1816.5

332.2

332.2

332.2

16.0

100.0

16.0

16.0

16.0

16.0

16.0

16.0

16.0

16.0

16.0

16.0

16.0

2148.7 332.2 1816.5 16.0

2148.7 332.2 1816.5

2148.7 332.2 1816.5

2148.7 332.2

332.2

332.2

2148.7

2148.7

2148.7

2148.7

2148.7

2152.7

2152.7

2133.6

1816.5

1816.5

1816.5

1816.5

1816.5

1816.5

1816.5

1816.5

1816.5

1816.52163.9

332.2

332.2

332.2

346.2

346.2

317.1

347.4

SAMPLE DEPENDENT SF.I:::.SPECIFIC SCENARIO

SAMPLE DEPENDENT SEE SPECIFIC SCENARIO

SAMPLE DEPENDENT SEE SPECIFIC SCENARIO

SAMPLE DEPENDENT SEE SPECIFIC SCENARIO

1147.9 121.4 1026.5

16.
16.6 -j

16.0

16.0

16.0

16.0

16.0

16.0

16.0

16.0

16.0

16.0

16.0
1147.9 121.4 1026.5! 100.0

1147.9 121.4 1026.5 100.0

1147.9 121.4 1026.5 16.0

561.2 32.1 529.2 16.0

321.5 20.1 301.4 16.0

0.0 0.0 0.0 16.0
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TABLE 5-5. NORMAL SCENARIO CREW ACTIVITY LIST

14.6 INSTALLATION OF RACKS (not required for

every mission)

MANUAL CONFIGURATION

OPEN VALVES

MANUAL SAMPLE EXCHANGE

COMMAND MANUAL SAMPLE EXCHANGE

EQUALIZE FURNACE MODULE PRESSURE

PREP EQUIPMENT

OPEN SIP

INSERT SAMPLES

CLOSE SIP

OPEN VALVES

COMMAND MANUAL EXCHANGE OFF

PERFORM SEAL TEST

LOAD PROCESS LIST
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INTRODUCTION

GENEaAL

The results of the engineering analysis effort to integrate approximately 15 scenarios will be

provided in this appendix. The WBS 1.4.3 calls for approximately 15 scenarios covering man-

tended and permanently manned operations. The appendix contains a description and an overview

for each scenario generated. A mission timeline, power timeline, data generation timeline, thermal

rejection timeline, crew activity timeline and a summary of data follows each overview.

PURPOSE

The purpose of this document is to provide the data and timelines for power circuit demands,

crew activities, data generation, and thermal demands for 15 generated scenarios

APPLICABLE DOCUMENTS

WP 01 D683-10496-1

WP 01 D683-10495-1

MSFC JA- 1437

320RPT0008

Orbital Operations Requirements Analysis Data DR OP- 16

Systems Operations Scenarios DR OP- 17

Crystal Growth Furnace Payload Operating Procedure

SSFF Subsystems Concept Reports
Science Capabilities Requirements Document
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BASELINE SCENARIO

BASELINE SCENARIO DESCRIPTION

Scenario #1 is used as a baseline for SSFF operations. The first sample is a characterization

sample for the furnace. The remaining five samples axe HgCdTe, HgZnTe, GaAs, CdTe and

HgZnTe. HgZnTe is repeated to demonstrate typical SSFF operation with a six sample carousel.

The processing time for completion of all samples does not require the entire 90 day mission.

I}ASELINE SCENARIO OVERVIEW

The operation of the SSFF in this scenario is as follows: Installation of the core rack and

Furnace Module #1 occur on Utilization Flight TBD. The checkout of all hoses, lines, and

equipment will be performed by the crew during Installation. Upon completion of the Installation

stage, activation will occur. Activation occurs with the core equipment and distributed equipment

respectively. Core Activation consists of applying power and checkout of all equipment in the

Core rack. Distributed Equipment Activation consists of applying power and checkout of all

equipment located within the furnace rack. The Furnace Module is included in this activation step.

After all the equipment is powered and allowed to warm-up, the SSFF reaches a standby mode.

This Standby mode is when power consumption for subsystems is at normal operating amounts

and the Furnace Module power consumption is at zero. The SSFF will fall back to these levels at

several times during normal operation in the 90 day mission. Samples may now be loaded by the

crew.

Samples are loaded while the SSFF is in a Manual Sample Exchange stage. This stage

allows the SSFF subsystems to remain in standby while the Furnace Module is in a safe condition

for crew interaction. After the samples are loaded in the Furnace Module, it is purged with

Nitrogen. The furnace is then configured for a processing of samples. The configurement of the

furnace depends on what sample is being processed. The furnace is vented of the nitrogen and

filled with a processing gas. Argon is the processing gas in this scenario. At this point during

Man-Tended Configuration the furnaces will remain at Standby mode until the crew leaves the

SSF. Processing will occur upon crew departure from SSF to minimize vibrational disturbances.

The time for completion of the activities listed above occur within the first 15 days of the 90 day

mission. This will be the only time crew will be available for checkout of proper operation of

systems and correction of any problems.

Upon crew departure a signal from the Core Control Unit (CCU) will allow for the Furnace

Module to power up and start the processing cycle. The first sample to be processed is a

calibration and bakeout sample. This sample calibrates the furnace at a predetermined time limit

and proceeds with a bakeout of moisture for approximately 5 hours. Processing of two samples,',

CdTe and GaAs, occur next. Upon completion of processing a single sample, the carousel within

A-3
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the furnace module will deliver a subsequent sample to be processed. Purging of the furnace with

fresh processing gas occurs after the first three samples in this scenario. Depending on the

degradation of ampoules, the amount of purges between samples can be increased (the increase in

purges are consistent with the operation of the SSFF, however purges are limited by the resources

available). Two samples of HgZnTe and a sample of HgCdTe are processed after a new supply of

argon is contained within the furnace module. Upon completion of the entire carousel of samples

the furnace is returned to a standby mode. From the standby mode complete shutdown can occur.

Shutdown occurs through a process of: re,configuration of the SSFF, distributed equipment

deactivation and deactivation of core equipment. Reconfiguration is required to vent the furnace of

processing gas, configure the TCS into the core rack, and check that the furnace is in the home

position. Deactivation of the Distributed equipment occurs followed by deactivation of the core

equipment. Upon notification from SSFF to suspend resources from SSF, the Furnace Facility is

completely shutdown.
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BASELINE SCENARIO

M3DEL SSFF-INSTL
MODEL PAYLOAD-ACT

M3DEL GORE-ACT

MSDEL FURhiACE-ACT
MDDEL MSE

M3DEL STANDBY

MODEL BAKEfI_

M3DEL CGF-CdTe

MODEL t]ZF-GaAs
MSDEL PURGE

MODEL CGF-HgZnTe
MSDEL CGF-HgZnTe

MODEL CGF-HgC_Te
MODEL FURNACE-SD

MODEL SSFF-SHUTDN

INSERTED FR(IM

INSERTED FRCM
INSERTED FRCM

INSERTED FBf_

INSERTED FBCM

INSERTED FRCM
INSERTED FROM

INSERTED FRCM

INSERTED FRCM

INSERTED FR(IM

INSERTED FR(IM
INSERTED

INSERTED Fgf_

INSERTED
INSERTED FRCM

144.00 HRS TO

240.00 HRS TO
336.00 HRS TO

336.50 HRS TO

336.95 HRS TO

339.55 HRS TO
360.10 HRS TO

365.10 HRS TO

460.00 HRS TO

487.20 HRS TO

487.97 HRS TO
640.68 HRS TO

793.38 HRS TO

809.88 HRS TO

810.03 HRS TO

168.00 HRS

240.18 HRS

336.50 HRS

336.95 HRS
339.55 HRS

360.10 HRS

365.10 HRS
460.00 HRS

487.20 HRS

487.97 HRS

640.67 HRS

793.38 HRS

809.88 HRS
810.03 HRS

810.27 HRS

=

**** MAXIMJMRESI-_ 4.559 KW

**** MAXIIVL_RES2-DATA_TION I00.000 KBPS

**** TOTAL ENERGYRESI=

**** TOTAL ENERGYRES2=
GROUP 1 ENERGY RESI =

GROUP 2 ENERGY RESI =

GROUP 3 ENERGY RESI =
GROUP 4 ENERG%fRESI =

GROUP 5 ENERGY RESI =

GROUP 6 ENERGY RESl =
GROUP 7 ENERGY RESI =

GROUP 8 ENE_GYRESI =

GROUP 9 ENE2GYRESI =

GROUP i0 ENERGY RESI =
GRCXIP ii ENERGY RESI =

GROUP 12 NERGYRESI =

GROUP 13 ENERGY RESI =

GROUP 14 ENERGY RESI =
GRCXIP 15 ENERGY RESI =

GROUP 16 ENERGY RESl =

GROUP 17 [NERGYRESI =
GROUP 18 [NERGYRESI =

GROUP 19 ENERGY RESI =

GROUP 20 ENERGY RESI =

1255.69 K_H

14823.93 KBPSH = 6670768.5 KBytes DATA VOLUME
1255.69 RES2 = 14823.93 CREW TIME (M-Hr) =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0. O0 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

26.25

0.00

0.00
0.00

0.00 _.
0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

MAXIM]M NUMBER OF CREW =

AVG _ SSFF = 2.6476 KW

EXPERIMENTS NO. RUNS
SSFF-INSTL i

PAYLOAD-ACT i

CORE-ACT i
FURNACE-ACT i

MSE i

STANDBY i

1.000

DESIRED RUNS PERCENTAGE

I 100.00000000%
i 100.00000000%

1 100.00000000%

1 100.00000000%
1 100.00000000%

i 100.00000000%



BAKFZI_
CGF-CdTe
CGF-GaAs
PURf_E

"-_ CGF-HgZnTe
CGF-H_Te
FURNACE-SD
SSFF-SHUTDN

1
1
1
1
2
1
1
1

1
1
1
1
2
1
1
1

100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%



BASELINE SCENARIO

**** MAXIM3MRESI-LIQUID
**** MAXIFX]MRES2-AIR

**** TOTALEFIERGYRESI=
**** TOTALENERGYRES2=
(3RfiX]P 1 ENERGYRESI =
GROUP 2 ENERGYRESI =

GF_UP 3 ENEERG7 RESI =

4 ENERGY RESl =
GS_UP 5 ENERGY RESI =

GRfX]P 6 ENERGY RESI =

G_JOP 7 ENERGY RESI =

8 ENERGY RESI =
9 ENERGY RESI =

GRCi_ I0 ENEERGY RESI =

GBfiX]P Ii ENERGY RESl =

12 ENERGY RESl =
13 ENERGY RESl =

14 ENERGY RESl =

GRfX]P 15 ENERGY RESI =
16 ENERGY RESI =

GRfX]P 17 ENERGY RESI =

GFOUP 18 ENERGY RESI =
GR(X]P 19 ENERGY RESl =

GRCt_ 20 ENERGY RESI =

1013.47
232.96

1013.47 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

232.96 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00
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EXTENDED BASELINE SCENARIO DESCRIPTION

Scenario #2 demonstrates a typical mission under normal SSFF operations. The samples are

again HgCdTe, HgZnTe, CdTe, and a characterization sample. HgZnTe and CdTe are again

repeated. However, the run time for one sample of HgZnTe is lengthened to complete the

processing of a 12-15 cm sample. This time increase accounts for 42 additional days in processing

time. This scenario will fill approximately 80 days of the 90 day mission cycle. A full 90 day

mission cycle could be occupied by extending the processing the time for this or other samples.

EXTENDED BASELINE SCENARIO OVERVIEW

The operation of this SSFF scenario is as follows: Installation of the core rack and Furnace

Module #1 occur first. Upon completion and checkout of equipment, activation will follow.

Activation of the core equipment and distributed equipment occur respectively. The SSFF then

reaches a standby condition where power consumption for subsystems are at normal operating

amounts and the furnace module power consumption is at zero. The SSFF will fall back to these

levels at several times during the 90 day mission. Samples are then loaded by the crew. Samples

are loaded while in a Manual Sample Exchange mode. This mode allows the SSFF subsystems to

remain in standby while the furnace module is in safe condition for crew interaction. The furnace is

purged and filled with argon for processing of samples. At this point during Man-Tended

Configuration the furnaces will remain at Standby until the crew leaves the SSF. Processing will

occur upon crew departure from SSF to minimize unnecessary vibrational disturbances. The time

for completion of the activities listed above occur within the first 15 days of the 90 day mission.

This allows for crew checkout of all systems and correction of any problems if necessary.

Upon crew departure a signal will occur for the Furnace Module to power up and start the

processing cycle. The first sample to be processed is a calibration and bakeout sample This

calibrates the Furnace Module at a to be determined time limit and proceeds with a bakeout of

approximately 5 hours. Processing of two samples of CdTe occur next. Upon completion of

processing a single sample the carousel will deliver a subsequent sample to the furnace module.

Purging of the Furnace Module with fresh processing gas occurs after the bake out and two

samples of CdTe. Depending on degradation of ampoules the amount of purges can be increased

but only if the resources are available. The remaining samples, include HgCdTe, HgZnTe, and

an extended processing time of HgZnTe. Upon completion of the entire carousel of samples the

furnace is returned to a standby mode. From the standby mode complete shutdown can occur.

Shutdown occurs through a process of: reconfiguration of the SSFF, distributed equipment

deactivation and deactivation of core equipment. Reconfiguration is required to vent the furnace of

processing gas, configure the TCS into the core rack, and check that the furnace is in the home

A-5



320RPT0011

position. Deactivation of the Distributed equipment occurs followed by deactivation of the core

equipment. Upon notification from SSFF to suspend resources from SSF, the Furnace Facility is

completely shutdown.

A-6
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EXTENDED BASELINE

MODEL SSFF-INSTL

bfNDEL PAYIOAD-ACT

MODEL CORE-ACT

MODEL FURNACE-ACT
M3DEL MSE

MDDEL STANDBY

MODEL BAKFfXIf

MODEL OSF-CdTe
MDDEL CGF-CdTe

MODEL PURGE

MODEL CGF-HgCdTe

M3DEL CGF-HgZnTe

INSERTED FRCM

INSERTED
INSERTED F_

INSERTED FR(IM

INSERTED FRflM

INSERTED FRCM

INSERTED FBflM
INSERTED [grIM

INSERTED FRCM

INSERT£D FRflM

INSERTED FRflM
INSERTED FRCM

YODEL CGF-HgZnTe-A INSERTED FR(IM
MODEL FURNACE-SD INSERTED FROM
MODEL SSFF-SHUTDN INSERTED FR£_

144.00 HRS TO

240.00 HRS TO

336.00 HRS TO

336.50 HRS TO
336.95 HRS TO

339.55 HRS TO

360.10 HRS TO

365.10 HRS TO

460.02 HRS TO
554.92 HRS TO

555.68 HRS TO

572.18 HRS TO

724.88 HRS TO
1743.47 HRS TO

1743.62 HRS TO

168.00 HRS

240.18 HRS

336.50 HAS
336.95 HRS

339.55 HRS

360.10 HRS

365.10 HRS
460.00 HRS

554.92 HRS

555.68 HRS

572.18 HRS

724.88 HRS
1743.47 HRS

1743.62 HRS

1743.85 HRS

**** MAXIMDMRESI-P(I4ER 3.498 KN

**** MAXIMDMRES2-DATAGENERATION i00.000 KBPS

**** TOTAL HNERGYRESI=
**** TOTAL ENERGYRES2=

GROUP 1 [NERGYRESI =

GRfXI? 2 ENERGY RESI =
GRCI]P 3 [NERGYRESI =

GROUP 4 ENERGY RESl =

GROUP 5 ENERGY RESI =

GROUP 6 ENERGY RESI =
(I%CI]P 7 ENERGY RESI =

GROUP 8 ENERGY RESI =

(IR(X]P 9 ENERGY RESl =
GROUP i0 ENERGY RESI =

GROUP Ii ENERGY RESl =

GROUP 12 NERGYRESl =
GROt_ 13 ENERGY RESl =

14 ENERGY RESl =

GROUP 15 ENERGY RESI =

GROUP 16 ENERGY RESl =
GROUP 17 ENERG%fRESl =

GROUP 18 EhIRGYRESI =

GROUP 19 ENERGY RESl =

GRCUP 20 ENERGY RESI =

3704.42 KWH

44698.60 KBPSH = 20114370 KBytes DATA VOLUME
3704.42 RES2 = 44698.60 CREW TIME (M-Hr) =

0.00 RES2 = 0.00 CREW TIME (M-Hr) =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :
0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :
0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

26.25

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

MAXIFL_NUMBEROF CREW= 1.000

AVG PCI4ERSSFF = 2.6313

EXPERIMENTS M0. RUNS
SSFF-INSTL i
PAYLOAD-ACT i

CORE-ACT i

FURNACE-ACT I

DESIRED RUNS PERCENTAGE

i 100.00000000%
I 100.00000000%

1 100.00000000%
1 100.00000000%



MSE
STANDBY
BAKEfI_
CGF-CdTe
PURGE
CGF-HgCdTe
CGF-HgZnTe
C(_-HgZnTe-A
FORNACE-SD

SSFF-SHUTDN

1

1

1

2
1

1

1
1

1

1

1

1

1

2

1
1

1
1

1

1

100.00000000%

100.00000000%

100.00000000%

100.00000000%

100.00000000%
100.00000000%

100.00000000%

100.00000000%
100.00000000%

100.00000000%



EXTEhDEDBASELINE

**** MAXIMJMRESI-LIQU-ID 2.397 KW
**** MAXl]Vi_ RES2-AIR 0.781 KW

**** TOTAL ENERGYRESI=
**** TOTAL ENERGYRES2=

1 ENERGYRESI =
GRfXIP 2 ENERGYRESI =
GRfX]P 3 ENERGYRESl =
GROUP 4 ENERGYRESl =
GRC£_ 5 ENERGYRESI =
GI{I]P 6 ENERGYRESI =
GR(X]P 7 ENERGYRESI =

GROUP 8 ENERGY RESI =

GRf]_ 9 ENERGY RESI =

GRfX]P i0 ENERGY RESI =
GRCi_ ii ENERGY RESl =

12 ENERGY RESI =

GRfX]P 13 ENERGY RESI =
GROUP 14 ENE2GY RESl =

GRCI]P 15 ENERGY RESI =

GROUP 16 ENERGY RESI =
GROUP 17 ENERGY RESl =

G_X]P 18 ENERGY RESI =

GROUP 19 ENERGY RESl =
GRCUP 20 ENERGY RESI =

2988.88 KWH

683.45
2988.88 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

683.45 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00

0.00
0.00

0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00
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VARIABLE SCENARIO DESCRIPTION

Scenario #3 represents the functionality of SSFF in handling mixtures of long and short

processing times. It also provide data for potential combinations of samples. A characterization

sample, HgCdTe, HgZnTe, GaAs, and CdTe axe the samples processed. The first three samples

processed are a characterization sample, CdTe and GaAs and require a short, a long, and a short

processing time respectively. The three remaining samples (HgZnTe, HgCdTe and an extended

processing time of HgZnTe) are subsequentially processed in a random order. Random order

refers to processing a long or short sample followed by two sample of opposite processing

duration (e.g. short, long, long). The third scenario was modeled to provide variations in sample

processing times as could be seen in a typical 90 day mission. The Installation of the core rack and

one furnace rack is not include in the data for this scenario. The procedure and data of Installation

is identical to scenarios 1 and 2.

VARIABLE SCENARIO OVERVIEW

The operation of this SSFF scenario is as follows: Installation of the core rack and Furnace

Module #1 occur first. Upon completion and checkout of equipment, activation will follow.

Activation of the core equipment and distributed equipment occur respectively. The SSFF then

reaches a standby condition where power consumption for subsystems are at normal operating

amounts and the furnace module power consumption is at zero. The SSFF will fall back to these

levels at several times during the 90 day mission. Samples are then loaded by the crew. Samples

are loaded while in a Manual Sample Exchange mode. This mode allows the SSFF subsystems to

remain in standby while the furnace module is in safe condition for crew interaction. The furnace is

purged and filled with argon for processing of samples. At this point during Man-Tended

Configuration the furnaces will remain at Standby until the crew leaves the SSF. Processing will

occur upon crew departure from SSF to minimize unnecessary vibrational disturbances. The time

for completion of the activities listed above occur within the first 15 days of the 90 day mission.

This allows for crew checkout of all s2gstems and correction of any problems if necessary.

Upon crew departure a signal from the CCU will occur for the Furnace Module to power up

and start the processing cycle. The first sample to be processed is a calibration and bakeout sample

This calibrates the Furnace Module at a to be determined time limit and proceeds with a bakeout of

approximately 5 hours. Upon completion of processing a single sample the carousel will deliver a

subsequent sample to the furnace module. The first three samples in the carousel are the

characterization sample, CdTe and GaAs. The remaining samples include HgCdTe, HgZnTe, and

an extended processing time of HgZnTe. Purging of the furnace with fresh argon occurs after the

A-7
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first three samples in the scenario described. Upon completion of the entire carousel of samples

the furnace is returned to a standby mode.From the standby mode complete shutdown can occur.

Shutdown occurs through a process of: reconfiguration of the SSFF, distributed equipment

deactivation and deactivation of core equipment. Reconfiguration is required to vent the furnace of

processing gas, configure the TCS into the core rack, and check that the furnace is in the home

position. Deactivation of the Distributed equipment occurs followed by deactivation of the core

equipment. Upon notification from SSFF to suspend resources from SSF, the Furnace Facility is

completely shutdown.

..,_.¢

A-8



I

L--

i

!

Z
4.-

I-----'i :

CE

C__ -

CE -
H --

T_
C_ -

m

i ....

"F

T

I

T

¢1:
I-- ; ql II

hi Z Z 1,1 I I

(--1 11- IC (Jr) 113 _ _ Q-

o

"i-

I
o

i

(J

.u

p

__ _--
W



_D
H

lie
Ci(_
_-'2_

LLj

Or)

LzJ
I

C_E

_bllar

1---

,k-

i
N

I'"

i

T-"

p-.i"

I"-

T'-

b-

?-.

F....._-.....l.......r .....I ......i......
I--

0'1
!

i1

0

4_

-4

i

M

---4,

i

_-i

.4

I .......T...........[ ........r ..... I ..... l .......[

(j')

-I-

F---
ILl



t---t

LLA
(_._)

LL.I
i

I----t

r"r--

_-" ............. T .............. _ ................... P ......

i

M

m

i

I

m

B

m

m

w

m

i

J

i

i

D

m

m

B

m

i

D

m

m

m

m

m

i

m

0

F .............

q

w

q

m

m

a

a

u

w

J

J

!
L

"S 0

o

I

c_J

u

w

m

M

-0
"0_



F---_

C_

LL_J
L_)
Lr)

LL_
___J

CC]

i----i

C_2

LL____________________________________________________________________i_____i___i__________________LL
_,m m

m

m

m

m

Tm.

m

m

m

m

m

m

m

m

m

n

m

w

i

m

n

n

m

m

m

m

m

D

n

E

m

m

m

m

m

m

m

m

m

m

L

m

W..

B

m

m

n

illlflllllllllillll

O'iOI

m

m

m

m

!

i

i

i

i

w

m

m

m

i

m

m

m

m

!

m

u

m

!

m

i

i

m

m

i

1 -
a

m

m

m

______________________________________________________________________________rr

[Sc18_] UIUG 0"o

o
I °

,P--I

r3-]
rc"
I

q

_J
_E

c_

",--4



a

m

w

J

a

i

w

i

I

a

a

w

m

a

a

g

u

a

m

m

J

0

i

m

a

g

n

u

O0
fie
X2

LLJ

0



1.----,I

0t-..-
CIZ

LLI
C._)
CO

LLI

CE
!--.--4

r-

D

m

m

m

m

m

m

m

m

B

w

m

m

m

m

I

m

B

n

B

B

m

D

m

m

w

D

m

m

m

Z

i..

r ................ ._ .............. r ................

q

i

j .

1

--('%1

!

m

n

m

m

m

i

m

m

w

w

_-1 rr-

u

P

-4

O

d

i Z

Z
Z

....................... _1_ ..................... _1,. ....................... ._1.................

o'a (M)4} _ Id o'o



o'_ 30usrl N3W3



VARIABLE SCEhZ/_O

M3DEL CORE-ACT

MDDEL FURNACE-ACT
MODEL MSE

M3DEL STANDBY

MDDEL BAKEEirf
M3DEL OZF-C_iTe

M3DEL OSF-GaAs

M3DEL PURGE

M3DEL CGF-HgZnTe

M3DEL <IZF-HgCdTe

INSERTED FRCM

INS_I'_

INSERTED FRflM

INSERTED FRflM
INSERTED FRflM

INSERTED

INSERTED FRC_4

INSERTED FRflM
INSERTED F_M

INSERTED FRCIM

M3DEL CGF-HqZnTe-A INSERTED
MODEL FURhZ/_ SD- INSERTED FRCM

MJ)EL SSFF-SHUIDN INSERTHD FRflM

336.00 HRS TO

336.50 HRS TO
336.95 HRS TO

339.55 HRS TO

360.10 HRS TO

365.10 HRS TO
460.00 HRS TO

487.20 HRS TO

487.97 HRS TO
640.67 HRS TO

657.17 HRS TO

1675.75 HRS TO

1675.90 HRS TO

336.50 HRS

336.95 HRS

339.55 HRS
360.10 HRS

365.10 HRS

460.00 HRS

487.20 HRS

487.97 HRS
640.67 HRS

657.17 HRS

1675.75 HRS

1675.90 HRS
1676.13 HRS

**** MAXIMJMRESI-_ 4.559 KW

**** MAXIMJMRES2-DATAGENERATION i00.000 KBPS

**** TOTAL_RESI=

**** TOTAL ENERGYRES2=
GROUP 1 [_4ERGYRESI =

GROUP 2 ENERGY RESI =

3 ENERGY RESI =
GROUP 4 ENERGY RESl =

GROUP 5 ENERGY RESI =

GROUP 6 NERG RESI =
GRfIJP 7 ENERGY RESI =

GROUP 8 ENERGY RESI =

GROUP 9 ENEBGYRESI =
G_NJP I0 ENERGY RESI =

GRC_P ii ENERGY RESl =

GROUP 12 }94ERGYRESl =

GROUP 13 ENERGY RESI =

GROUP 14 ENERGY RESI =
GROUP 15 ENERGY RESI =

G_)UP 16 NERG RESI =

(I%(]JP 17 _qKRGYRESl =
GROUP 18 ENERGY RESI =

GROUP 19 ENERGY RESl =

GROUP 20 ENERGY RESl =

3501.62 144H

42532.20 KBPSH = 19139490 KBytes DATA VOLUME
3501.62 RES2 = 42532.20 CREW TIME (M-Hr) =

0.00 RES2 = 0.00 CREW TIME (M-Hr) =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

2.07

0.00
0.00

0.00

0.00
0.00

0.00 .__
0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00

MAXIM3M NUMBER OF CREW =

AVGP(I4ER SSFF = 2.613 KW

1.000

EXPERIMENTS hD.RUNS DESIRED RUNS

GORE-ACT 1 1
FURNACE-ACT 1 1

MSE 1 1

STANDBY 1 1

BAKEOUT 1 1
CGF-CdTe 1 1

CGF_ 1 1

PURGE 1 1

PERCENTAGE

i00.00000000%
i00.00000000%

100.00000000%

100.00000000%
100.00000000%

100.00000000%

100.00000000%

I00.00000000%



CGF-HgZnTe
CGF-HgCdTe
C]ZF-HgZnTe-A
FURNACE-SD
SSFF-SHUTDN

1
1
1
1
1

1
1
1
1
1

100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%



VARIABLE _O

**** MAXIlvi]MRESI-LIQUID
**** MAXIMJMRES2-AIR

2.514 KW
I. 141 KW

**** TOTAL ENERGXRESI=
**** TOTAL ENERb-"fRES2=
G_2039 1 ENERGYRESI =
GRfX]P 2 ENERGYRESI =
GRfX_ 3 ENERGY RESI =

GRCX]P 4 ENERGY RESl =

(19fXJP 5 ENERb-_ RESI =

6 ENERGY RESI =

7 ENERG%" RESI =
GRCL? 8 ENERGY RESI =

GFKX]P 9 ENERGY RESl =

GRfX]P I0 ENERGY RESI =

GROUP II ENERGY RESl =
GRfX]P 12 ENERGY RESl =

GROUP 13 ENERGY RESl =

14 ENERG_ RESl =

15 ENERb-_ RESI =
GROUP 16 ENERGY RESI =

GROUP 17 ENERGY RESI =
GRfX]P 18 ENERGY RESI =

(19_K]P 19 ENE2GY RESl =

GROUP 20 ENERGY RESI =

2830.86 EWH

642.22 E_H

2830.86 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

642.22 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00
0.00

0.00

0.00

0.00
0.00

L j
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ALL SHORT SAMPLE DESCRIPTION

Scenario # 4 reflects a possible scenario of processing a set of six samples during the first

15 days of MTC. The samples used are a characterization sample, GaAs and HgCdTe. GaAs and

HgCdTe axe repeated for the remaining five samples because of their short processing times. This

scenario generates data that may be useful when processing during a utilization flight. The

Installation of the core rack and one furnace rack is not include in the data for this scenario. The

procedure and data of Installation is identical to scenarios 1 and 2.

ALL SHORT SAMPLES SCENARIO OVERVIEW

The operation of this SSFF scenario is as follows: Installation of the core rack and Furnace

Module #1 occur first. Upon completion and checkout of equipment, activation will follow.

Activation of the core equipment and distributed equipment occur respectively. The SSFF then

reaches a standby condition where power consumption for subsystems are at normal operating

amounts and the furnace module power consumption is at zero. The SSFF will fall back to these

levels at several times during the 90 day mission. Samples are then loaded by the crew. Samples

are loaded while in a Manual Sample Exchange mode. This mode allows the SSFF subsystems to

remain in standby while the furnace module is in safe condition for crew interaction. The furnace is

purged and filled with argon for processing of samples. At this point during Man-Tended

Configuration the furnaces will remain at Standby until the crew leaves the SSF. Processing will

occur upon crew departure from SSF to minimize unnecessary vibrational disturbances. The time

for completion of the activities listed above occur within the first 15 days of the 90 day mission.

This allows for crew checkout of all systems and correction of any problems if necessary.

A signal from the CCU will occur for the Furnace Module to power up and start the

processing cycle. The first sample to be processed is a calibration and bakeout sample This

calibrates the Furnace Module at a to be determined time limit and proceeds with a bakeout of

approximately 5 hours. Upon completion of processing a single sample the carousel will deliver a

subsequent sample to the furnace module. The first three samples in the carousel are the

characterization sample, and two samples of GaAs. The remaining three samples include repeated

samples of HgCdTe. Purging of the furnace with fresh processing gas occurs after the first three

samples. Upon completion of the entire carousel of samples the furnace is returned to a standby

mode.

From the standby mode complete shutdown or continued operation can occur. Shutdown

occurs through a process of: reconfiguration of SSFF, distributed equipment deactivation and

A-9
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deactivation of core equipment. Reconfiguration requires the furnace to vent processing gas from

the furnace, configure the TCS into the core rack, and place the furnace into the home position.

Deactivation of the Distributed equipment occurs followed by deactivation of the core equipment.

Upon notification from SSFF to suspend resources from SSF, the Furnace Facility is completely

shutdown. Another option exists for continued operation. This can occur on missions were crew

will be available to exchange samples into the carousel. From the standby mode, the manual

sample exchange can be utilized and another set of samples loaded. The process continues as

before processing samples in that carousel until it returns to standby mode. The cycle continues

with an option to shutdown the SSFF after every completed carousel.

A-10
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ALL SHORT SCEhIARIO

MgDEL CORE-ACT

"-" MODEL FURNACE-ACT

MgDEL MSE
MDDEL STANDBY

MODEL BAKEfI/f

MODEL CGF_

MgDEL CGF_

MODEL PURGE

MSDEL CGF-HgC_Te

M3DEL CGF-HgCdTe

MODEL CGF-HgCdTe
M3DEL FURNACE-SD

MODEL SSFF-SHUTDN

INSERTED FRCM

INSERTED FRCM
INSERTED FROM

INSERTED FR(IM

INSERTED FR(IM

INSERTED FR(IM

INSERTED FgCM

INSERTED FR]M
INSERTED FROM

INSERTED FRIM

INSERTED FR(IM

INSERTED FRIM

INSERTED FR3M

24.00 HRS TO

24.50 HRS TO
24.95 HRS TO

27.55 HRS TO

48.10 HRS TO

53.10 HRS TO
80.32 HRS TO

107.52 HRS TO

108.28 HRS TO

124.80 HRS TO

141.32 HRS TO

157.82 HRS TO
157.97 HRS TO

24.50 HRS
24.95 HRS

27.55 HRS

48.10 HRS

53.10 HRS
80.30 HRS

107.52 HRS

108.28 HRS

124.78 HRS

141.30 HRS

157.82 HRS
157.97 HRS

158.20 HRS

**** MAXIM[24RESI- 4.559 I<W
**** MAXIMUM RES2- i00.000 KBPS

**** TOTAL ENERGYRESI=
**** TOTAL ENE2GYRES2=

GROUP

GROUP

GROUP
GROUP

GROUP

GR<X/?
-- GRC_3P

GROUP

GRC_P

1 ENERGY RESI =

2 ENERGY RESI =

3 ENERGY RESI =

4 ENERGY RESI =
5 ENERGY RESI =

6 ENERGY RESI =
7 ENERGY RESI =

8 ENERGY RESI =

9 ENERGY RESI =
i0 ENERGY RESI =

GROUP ii NERGYRESI =

GR(X]P 12 ENERGY RESI =

GROUP 13 ENERGY RESI =

GROUP 14 ENERGY RESI =

GROUP 15 ENERGY RESI =
GROUP 16 ENERGY RESl =

GROUP 17 ENERGY RESI =

GRCt_? 18 ENERGY RESI =
GROUP 19 ENERGY RESl =

GROUP 20 ENERGY RESI =

352.13 I<gTH

3940.73 KBPSH = 1773328.5 KBytes DATA VOLUME
352.13 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

3940.73 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

2.07

0.00

0.00

0.00
0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

MAXIMJM _ OF CREW =

AVG POWER SSFF= 2.6239

1.000

EXPERIMENTS MD.RUNS DESIRED RUNS

CORE-ACT 1 1
FURNACE-ACT 1 1

MSE 1 1

STANDBY 1 1

-__ BAKEOJT 1 1
CGF-GaAs 2 2

PURGE I 1

CGF-HgCdTe 3 3

PERCENTAGE

i00. 00000000%

100.00000000%
100.00000000%

i00. 00000000%

100.00000000%

100.00000000%
i00. 00000000%

100.00000000%



FURNACE-SD
SSFF-SHUTDN

1
1

1
1

100.00000000%
100.00000000%



ALL SHORTSCENThRIO

**** M_XIFLTMRESI-LIQUID
--- **** MT_XIIVLTMRES2-AIR

**** TOTAL ENERGYRESI=
**** TOTAL ENERGYRES2=
GR(TJP 1 ENERGYRESI =

GRCUP 2 ENERGY RESI =

GROUP 3 ENERGY RESI =
GROUP 4 ENERGY RESl =

GROUP 5 ENERGY RESI =

GR(TJP 6 ENERGY RESI =
GROUP 7 ENERGY RESl =

GROUP 8 ENERGY RESI =

GROUP 9 ENERGY RESI =

GROUP I0 ENERGY RESI =

ii ENERGY RESI =

GR(TJP 12 ENERGY RESl =
GRfX]P 13 ENERGY RESl =

GR(TJP 14 ENERGY RESI =

GRCUP 15 ENERGY RESI =
GREX]P 16 ENERGY RESl =

GROUP 17 ENERGY RESl =

GRfTJP 18 ENERG-I" RESI =
GRCUP 19 ENERGY RESI =

GROUP 20 ENERGY RESI =

283.88 N_H
64.79 KWH

283.88 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

64.79 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00
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REOUESTED SHUTDOWN SCENARIO DESCRIPTION

Scenario # 5 exhibits the possibility of an interruption in the processing of a carousel of samples.

The samples processed are HgCdTe, HgZnTe (extended processing time), HgZnTe, GaAs, and

CdTe. They are processed in random order. The scenario includes a SSFF shutdown procedure

upon request from SSF. This shutdown request will occur before all of the samples can be

processed.

REOUESTED SHUTDOWN SCENARIO OVERVIEW

The operation of the SSFF in this scenario is as follows: Installation of the core rack and

Furnace Module #1 occur on Utilization Flight TBD. The checkout of all hoses, lines, and

equipment will be performed by the crew during Installation. Upon completion of the Installation

stage, activation will occur. Activation occurs with the core equipment and distributed equipment

respectively. Core Activation consists of applying power and checkout of all equipment in the

Core rack. Distributed Equipment Activation consists of applying power and checkout of all

equipment located within the furnace rack. The Furnace Module is included in this activation step

After all the equipment is powered and allowed to warm-up, the SSFF reaches a standby mode.

This Standby mode is when power consumption for subsystems are at normal operating amounts

and the Furnace Module power consumption is at zero. The SSFF will fall back to these levels at

several times during normal operation in the 90 day mission. Samples may now be loaded by the

crew.

Samples are loaded while the SSFF is in a Manual Sample Exchange stage. This stage

allows the SSFF subsystems to remain in standby while the Furnace Module is in a safe condition

for crew interaction. After the samples are loaded in the Furnace Module, it is purged with

Nitrogen. The furnace is then configured for a processing of samples. The configurement of the

furnace depends on what sample is being processed. The furnace is vented of the nitrogen and

filled with a processing gas. Argon is the processing gas in this scenario. At this point during

Man-Tended Configuration the furnaces will remain at Standby mode until the crew leaves the

SSF. Processing will occur upon crew departure from SSF to minimize vibrational disturbances.

The time for completion of the activities listed above occur within the first 15 days of the 90 dzty

mission. This will be the only time crew will be available for checkout of proper operation ol+

systems and correction of any problems.

Upon crew departure a signal from the Core Control Unit (CCU) will allow for the Furnace

Module to power up and start the processing cycle. The first sample to be processed is a

calibration and bakeout sample. This sample calibrates the furnace at a predetermined time limit

and proceeds with a bakeout of moisture for approximately 5 hours. Processing of two samples

occurs next. They include CdTe and GaAs. Upon completion of processing a single sample the

A-t1
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carousel within the furnace module will deliver a subsequent sample to be processed. A purge of

the furnace with fresh processing gas occurs after these three samples. Depending on the

degradation of ampoules, the amount of purges between samples can be increased (the increase in

purges are consistent with the operation of the SSFF, however purges are limited by the resources

available). An extended sample of HgZnTe is processed after a new supply of argon gas is

contained within the furnace module. At approximately 142 hours into the processing of HgZnTe,

a request from SSF to shutdown the SSFF is received by the CCU. The CCU immediately

terminates power to the furnace module and the shutdown procedure will begin. Shutdown occurs

through a process of: reconfiguration of SSFF, distributed equipment deactivation and deactivation

of core equipment. Reconfiguration of SSFF requires the furnace to vent processing gas from the

furnace module and to place the furnace into the home position. The TCS can be configured, for

a short time, to aid in cooling the furnace module. If necessary, deactivation of the distributed

equipment occurs followed by deactivation of the core equipment. In the shutdown of the core

equipment, the TCS pump package and CCU will be the last components shutdown. Upon

notification from SSFF to suspend resources from SSF, the Furnace Facility is completely

shutdown.

A-12
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PZQJESTED S_

M3DEL CORE-ACT

M3DEL FURNACE-ACT
M3DEL MSE

MDDEL STANDBY

M3DEL _

MSDEL CGF-CdTe
M3DEL CGF_

M3DEL PURGE

INSERTED FR_4

INSERTED FgflM
INSERTED FI%(IM

INSE_TED

INSERTED FRaM

INSm_<±'_

INSm_<i'mu FRfM

INSERTED FIg_M

MJ3EL CGF-HgZnTe-A INS_'zu FgflM
M3DEL SSF-REQ-SD INSERTED F_M
M3DEL Ful_NACE-SD INSERT£D FRCM
MDDEL SSFF-SHUTDN INSERTED FI%_M

336.00 HRS TO

336.50 HRS TO

336.95 HRS TO
339.55 HRS TO

360.10 HRS TO

365.10 HRS TO

460.00 HRS TO

487.20 HRS TO
487.97 HRS TO

630.60 HRS TO

630.62 HRS TO

630.77 HRS TO

336.50 HRS
336.95 HRS

339.55 HRS

360.10 HRS

365.10 HRS
460.00 HRS

487.20 HRS

487.97 HRS

630.60 HRS

630.62 HRS
630.77 HRS

631.00 HRS

**** MAXIM/MRESI-_ " 4.559 KW
**** MAXIM3MRES2-DATA_TION i00.000 KBPS

**** TOTAL_RESI=
**** TOTAL ENERGYRES2=

GROUP 1 ENERGY RESI =
(Z<X]P 2 ENERGY RESI =

GBfX]P 3 ENERGY RESI =

4 ENERGY RESI =
(INJ3P 5 ENERGY RESI =

GROUP 6 ENERGY RESI =

GROUP 7 ENERGY RESI =
GROUP 8 ENERGY RESI =

GSOJP 9 ENERGY RESI =

i0 ERGRESI =
GNJJP ii ENERGY RESI =

GRfX]P 12 ENERGY RESI =

GROUP 13 ENERGY RESI =
GRfX]P 14 ENE2GYRESI =

GROUP 15 ENERGY RESI =

GROUP 16 ENERGY RESI =

GROUP 17 ENERGY RESI =

GRfXIP 18 ENERGY RESI =
GR(X]P 19 ENERGY RESl =

GROUP 20 ENERGY RESI =

798.56

9073.80 KBPSH = 4083210 KBytes DATA VOI//ME
798.56 RES2 = 9073.80 CREW TIME (M-Hr) =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

2.07

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00

MAXIM3MNUMBEROF CREW= 1.000

AVG P(Z4£_ SSFF = 2.707 KW

EXPERIMENTS

CORE-ACT

FURNACE-ACT
MSE

STANDBY

CGF-CdTe

CGF-GaAs
PURGE

CGF-HgZnTe-A

NO.RUNS DESIRED RUNS PERCENTAGE

1 1 100.00000000%

1 1 100.00000000%

1 1 100.00000000%
1 1 100.00000000%

1 1 100.00000000%

1 1 100.00000000%

1 1 100.00000000%
1 1 100.00000000%

0 INTERRUPTED 0.00000000%



SSF-REQ-SD
FURNACE-SD
SSFF-SHUTDN

i
i
i

100.00000000%
100.00000000%
100.00000000%



REQJESTED S_

**** MAXIIVi]M RESI-LIQUID
**** MAXIMdM RES2-AIR

2.514 KW

I. 141 KW

**** TOTAL ENERGY RESI=
**** TOTAL ENERGY RES2=

G_TlP 1 ENERGY RESI =

GRf]3P 2 ENERGY RESI =

GRfTJP 3 ENERGY RESI =
GI%JJP 4 ENERGY RESl =

GRf3UP 5 I_NERb-Y RESI =

GROUP 6 ENERGY RESI =

GROUP 7 ENERGY RESI =
GRfTJP 8 ENERb-_ RESl =

GNIXJP 9 ENERGY RESI =

GRCTdP i0 ENERGY RESI =
GRfX]P ii _ RESl =

12 ENERGY RESl =

13 ENERGY RESI =
(Z_[7_ 14 ENERb-_ RESI =

GRCTlP 15 ENERGY RESI =

GRfTOP 16 ENERGY RESl =

GRCi]P 17 ENERGY RESl =

GR(]IP 18 ENERG_ RESI =
Gi_CX]P 19 ENERGY RESl =

GI%CT/P 20 ENERGY RESl =

647.16 KWH

151.99 KWH

647.16 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

151.99 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIIvE (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00
0.00

0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00
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NON-REQUESTED SHUTDOWN SCENARIO DESCRIPTION

Scenario #6 will demonstrate a possible procedure for equipment sating. The type of samples

processed are the same as in scenario five. The scenario will include a SSFF shutdown procedure

that occurs as the result of a loss of one power bus. This shutdown will occur before all of the

samples can be processed.

NON-REQUESTED SHUTDOWN SCENARIO OyERVIEW

The operation of the SSFF in this scenario is as follows: Installation of the core rack and

Furnace Module #1 occur on Utilization Flight TBD. The checkout of all hoses, lines, and

equipment will be performed by the crew during Installation. Upon completion of the Installation

stage, activation will occur. Activation occurs with the core equipment and distributed equipment

respectively. Core Activation consists of applying power and checkout of all equipment in the

Core rack, Distributed Equipment Activation consists of applying power and checkout of all

equipment located within the furnace rack. The Furnace Module is included in this activation step.

After all the equipment is powered and allowed to warm-up, the SSFF reaches a standby mode.

This Standby mode is when power consumption for subsystems are at normal operating amounts

and the Furnace Module power consumption is at zero. The SSFF will fall back to these levels at

several times during normal operation in the 90 day mission. Samples may now be loaded by the

crew.

Samples are loaded while the SSFF is in a Manual Sample Exchange stage. This stage

allows the SSFF subsystems to remain in standby while the Furnace Module is in a safe condition

for crew interaction. After the samples are loaded in the Furnace Module, it is purged with

Nitrogen. The furnace is then configured for a processing of samples. The configurement of the

furnace depends on what sample is being processed. The furnace is vented of the nitrogen and

filled with a processing gas. Argon is the processing gas in this scenario. At this point durin_

Man-Tended Configuration the furnaces will remain at Standby mode until the crew leaves the

SSF. Processing will occur upon crew departure from SSF to minimize vibrational disturbance_.

The time for completion of the activities listed above occur within the first 15 days of the 90 day

mission. This will be the only time crew will be available for checkout of proper operation of

systems and correction of any problems.

Upon crew departure a signal from the Core Control Unit (CCU) will allow for the Furnace

Module to power up and start the processing cycle. The first sample to be processed is a

calibration and bakeout sample. This sample calibrates the furnace at a predetermined time limit

and proceeds with a bakeout of moisture for approximately 5 hours. Processing of two samples

occurs next. They include CdTe and GaAs. Upon completion of processing a single sample the

carousel within the furnace module will deliver a subsequent sample to be processed. A purge of

A-13
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the furnace with fresh processing gas occurs after these three samples. Depending on the

degradation of ampoules, the amount of purges between samples can be increased (the increase in

purges are consistent with the operation of the SSFF, however purges are limited by the resources

available). An extended sample of HgZnTe is processed after a new supply of processing gas is

contained within the furnace module. At approximately 10 hours into the processing of HgCdTe, a

loss of one power bus occurs. The SSFF is capable of operation with the one remaining power

bus, however because of safety requirements the shutdown procedure is implemented. After

verifying only one power bus remains, the CCU immediately terminates power to the furnace

module and the shutdown procedure begins. Shutdown occurs through a process of:

reconfiguration of SSFF, distributed equipment deactivation and deactivation of core equipment.

Reconfiguration of SSFF requires the furnace to vent processing gas from the furnace module and

to place the furnace into the home position. The TCS can be configured, for a short time, to aid

in cooling the furnace module. The SSFF is capable of operating the essential equipment on one

power bus, therefore the possibility remains that only essential equipment could continue to run

and aid in monitoring and cooling of the Furnace Module. This is dependent on SSF approval.

If continued operation is denied, deactivation of the distributed equipment occurs followed by

deactivation of the core equipment. In the shutdown of the core equipment, the TCS pump

package and CCU will be the last components shutdown. Upon notification from the SSFF to

suspend resources supplied by SSF, the Furnace Facility is completely shutdown.

A-14
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POAER LOSS

MDDEL GORE-ACT

M3DEL FURNACE-ACT

M3DEL MSE
MDDEL STANDBY

MSDEL BAKEIXIf

M3DEL CGF-CdTe

M3DEL CGF_

M3DEL PURGE

INSERTED

INSERTED

INSERTED FRflM

INSERTED FI_IM

INSERTED
IN$_ImU

INSERT[D FI_M

INSERTED FI_M

MDDk_, CGF-HgZnTe-A INSERTED FN[]_

M33EL C(_-HgCdTe INSERTED FRflM
M3DEL PC_H_-LOSS INSERTED FROM

MODEL FURNACE-SD INSERTED FR[_

M3DEL SSFF-SHUIDN INSERTED [ZflM

336.00 HRS TO

336.50 HRS TO

336.95 HRS TO

339.55 HRS TO

360.10 HRS TO
365.10 HRS TO

460.00 HRS TO

487.20 HRS TO

487.97 HRS TO
1506.55 HRS TO

1516.22 HRS TO

1516.23 HRS TO

1516.38 HRS TO

336.50 HRS

336.95 HRS

339.55 HRS

360.10 HRS

365.10 HRS

460.00 HRS
487.20 HRS

487.97 HRS

1506.55 HRS

1516.22 HRS
1516.23 HRS

1516.38 HRS

1516.62 HRS

**** MAXIM._RESI- 4.559 KW
**** [vIAXIM/MRES2- i00.000 KBPS

**** TOTAL_RESI=
**** TOTAL E_q_-YRES2=

1 ENERGY RESI =
GROUP 2 NERRESI =

GRfX]P 3 ERG RESI =

GROUP 4 ENERGY RESl =

GNCI]P 5 ENERG"fRESI =
GRCi_ 6 ENERGY RESI =

7 ENERGY RESl =
8 ENERGY RESI =

(19[]]P 9 ENERGY RESI =

i0 [NERGYRESI =

ii ENERGY RESI =
GRO]P 12 ENERGY RESI =

GRfXIP 13 ENERGY RESI =

GNS[Y 14 ENERG_RESI =

GNDUP 15 ENERGY RESI =
(IqfTJP 16 ENERGY RESI =

GROUP 17 ENERGY RESI =

GROUP 18 ENERGY RESI =
19 ENERGY RESI =

GROUP 20 ENERGY RESI =

3092.18 Eg_H

37420.33 KBPSH = 16839148.5 KBytes DATA VOLUME
3092.18 RES2 = 37420.34 CREW TIME (M-Hr) =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

2.07

0.00
0.00

0.00

0.00
0.00

0.00
0.00 v

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00

MAXIM3M NUMBER OF CREW =

AVGPGWER SSFF = 2.6191

EXPERIMENTS NO. RUNS
CORE-ACT 1

FURNACE-ACT 1

MSE 1

STANDBY 1

1
CGF-CdTe 1

C(_-GaAs 1

PURGE 1

1.000

"DESIRED RUNS PER_AGE

i 100.00000000%

1 100.00000000%

1 100.00000000%

1 100.00000000%
1 100.00000000%

1 100.00000000%

1 100.00000000%
1 100.00000000%



C(_-HgZnTe-A 1 1
OSF-HgCdTe 0 INTERRUPTED
PCKER-I/3SS 1 1
FURNACE-SD 1 1
SSFF-SHUTDN 1 1

100.00000000%
0.00000000%

100.00000000%
100.00000000%
100.00000000%



PCWERLOSS

**** _ RESI-LIQUID
**** MAX]IVIiMRES2-AIR

2.514 KW
1.141 KW

**** TOTALENERG'ZRESI=
**** TOTAL]_IERG_RES2=
GRfZ]P 1 ENE2GYRESI =
(19DUP 2 ENERGYRESI =
GRfX]P 3 ENERGYRESI =
GI%OUP4 ENERGYRESI =
GI<X]P 5 ENERGYRESI =
GROUP 6 ENERGYRESI =
GROUP 7 ENEBGYRESI =
GRfX]P 8 ENERGYRESI =
GRfX]P 9 ENERGYRESI =
GRfX]Pi0 ENERGYRESI =
GRfX]Pii E2qERGYRESI=
GRfX]P12 [NERGYRESI =

GROUP 13 ENERGY RESl =

GRCt]P 14 ENERGI'RESl =
GROUP 15 ENERGY RESI =

16 ENERGY RESl =
GRfX]P 17 [_/ERG_RESl =

GRCi]P 18 ENERG_RESI =
GROUP 19 ENERGY RESl =

GRCtiP 20 ENERGY RESI =

2501.54 Kk_

568.80 Kk_
2501.54 RES2 =

0.00 RF__2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

568.80 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00

0.00
0.00

0.00

O.OC
O.OO

0.00
0.00

0.00

0.00



320RPT0011

PROGRAMMING TASK DESCRIPTION

Scenario #7 displays a delayed time increment for the possible reprogramming of furnace

parameters. The reprogramming task occurs after completion of the second sample. The SSFF

remains in standby during a 20 minute delay for reprogramming of the processing parameters. The

type of samples processed are again the same as in Scenario #5.

PROGRAMMING TASK SCENARIO OVERVIE W

The operation of the SSFF in this scenario is as follows: Installation of the core rack and

Furnace Module #1 occur on Utilization Flight TBD. The checkout of all hoses, lines, and

equipment will be performed by the crew during Installation. Upon completion of the Installation

stage, activation will occur. Activation occurs with the core equipment and distributed equipment

respectively. Core Activation consists of applying power and checkout of all equipment in the

Core rack. Distributed Equipment Activation consists of applying power and checkout of all

equipment located within the furnace rack. The Furnace Module is included in this activation step.

After all the equipment is powered and allowed to warm-up, the SSFF reaches a standby mode.

This Standby mode is when power consumption for subsystems are at normal operating amounts

and the Furnace Module power consumption is at zero. The SSFF will fall back to these levels at

several times during normal operation in the 90 day mission. Samples may now be loaded by the

crew.

Samples are loaded while the SSFF is in a Manual Sample Exchange stage. This stage

allows the SSFF subsystems to remain in standby while the Furnace Module is in a safe condition

for crew interaction. After the samples are loaded in the Furnace Module, it is purged with

Nitrogen. The furnace is then configured for a processing of samples. The configurement of the

furnace depends on what sample is being processed. The furnace is vented of the nitrogen and

filled with a processing gas. Argon is the processing gas in this scenario. At this point during

Man-Tended Configuration the furnaces will remain at Standby mode until the crew leaves the

SSF. Processing will occur upon crew departure from SSF to minimize vibrational disturbances.

The time for completion of the activities listed above occur within the first 15 days of the 90 day

mission. This will be the only time crew will be available for checkout of proper operation of

systems and correction of any problems.

Upon crew departure a signal from the Core Control Unit (CCU) will allow for the Furnace

Module to power up and start the processing cycle. The first sample to be processed is a

calibration and bakeout sample. This sample calibrates the furnace at a predetermined time limit

and proceeds with a bakeout of moisture for approximately 5 hours. Processing of two samples

occurs next. They include CdTe and GaAs. After CdTe is processed, a parameter change is

A-15



320RPT0011

initiated from the DMS. The Furnace Facility remains in a standby mode while this occurs. The

delay for a reprogramming task is dependent on the ability to uplink information. In modeling this

scenario reprogramming time was assumed to take approximately 20 minutes. Upon completion of

processing a single sample the carousel within the furnace module will deliver a subsequent sample

to be processed. A purge of the furnace with fresh processing gas occurs after these three

samples. Depending on the degradation of ampoules, the amount of purges between samples can

be increased (the increase in purges are consistent with the operation of the SSFF, however purges

are limited by the resources available). An extended sample of HgZnTe is processed after a new

supply of processing gas is contained within the furnace module. The remaining samples include

HgCdTe and HgZnTe. Upon completion of the entire carousel of samples the furnace is returned

to a standby mode.From the standby mode complete shutdown can occur.

Shutdown occurs through a process of: reconfiguration of the SSFF, distributed equipment

deactivation and deactivation of core equipment. Reconfiguration is required to vent the furnace of

processing gas, configure the TCS into the core rack, and check that the furnace is in the home

position. Deactivation of the Distributed equipment occurs followed by deactivation of the core

equipment. Upon notification from SSFF to suspend resources from SSF, the Furnace Facility is

completely shutdown.

v
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RF2R_ TASK

MODEL CORE-ACT

MODEL FURNACE-ACT

MDDEL MSE
MODEL STANDBY

MODEL BAKFfXYf

MDDEL CGF-CdTe

MODEL REPROGRAM
MODEL CGF-GaAs

5{)DEL PURGE

INSERTED FROM

INSERTED FRflM
INSERTED FRCM

INSERTED FRC_4

INSERTED F_]M

INSERTED FR(]M
INSERTED FBflM

INSERTED FRf]M

INSERTED FRCM

MCOEL CGF-HgZnTe-A INSERTED FRQM

MODEL CGF-HgCdTe INSERTED FBSM

YODEL CGF-HgZnTe INSERTED FRQM
YODEL FURNACE-SD INSERTED FRflM

YODEL SSFF-SH[IIDN INSERTED FRC_4

336.00 HRS TO
336.50 HRS TO

336.95 HRS TO
339.55 HRS TO

360.10 HRS TO

365.10 HRS TO

460.00 HRS TO

460.33 HRS TO
487.53 HRS TO

488.30 HRS TO

1506.88 HRS TO

1523.38 HRS TO

1676.08 HRS TO
1676.23 HRS TO

336.50 HRS

336.95 HRS

339.55 HRS
360. i0 HRS

365. i0 HRS

460.00 HRS
460.33 HRS

487.53 HRS

488.30 HRS

1506.88 HRS

1523.38 HRS

1676.08 HRS
1676.23 HRS

1676.47 HRS

**** MAXIMJMRESI-_ 4.559 KW

**** MAXI94JMRES2-DATAGENERATION i00.000 KBPS

**** TOTAL ENERGYRESI=

**** TOTAL ENERGY RES2=
GROUP i ENERGY RESI =

GROUP 2 ENERGY RESI =

GR(X]P 3 ENERGY RESl =

GROUP 4 ENERGY RESl =
GROUP 5 ENERGY RESI =

GROUP 6 ENERGY RESI =

GRCKIP 7 ENERGY RESl =
GROUP 8 ENERGY RESl =

GRfZIP 9 ENERGY RESl =

GROUP i0 ENERGY RESI =
G_gJP Ii ENERGY RESl =

12 ENERGY RESl =

GROUP 13 ENERGY RESl =
GROUP 14 ENERGY RESI =

GROUP 15 ENERGY RESI =

GROUP 16 ENERGY RESI =

GRCKIP 17 ENERGY RESl =
GRfXI? 18 ENERGY RESI =

GROUP 19 ENERGY RESI =

GRC_P 20 ENERGY RESI =

3502.33 KWH

42542.87 KBPSH = 19144292 KBytes DATA VOLUME
3502.33 RES2 = 42542.87 CREW TIME (M-Hr) :

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :
0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

2.0"7

0.00
0.00

0.00

0.00

0.00
0.00 _"

0.00

0.00
0.00

0.00

0.00
0.00

0.00

O. O0
0.00

O. O0
0.00

0.00

0. O0

MAXIM3M NUMBER OF CREW =

AVGPC_ER SSFF = 2.617

EXPERIMENTS

CORE-ACT

FURNACE-ACT
MSE

STANDBY

BAKEfXIf

CGF-CdTe
REPROJRAM

NO. RUNS
1

1

1

1
1

1

1

1.000

DESIRED RUNS
i

i

i
i

I

i
I

PERCHNTAGE

100.00000000%

100.00000000%
100.00000000%

100.00000000%

100.00000000%

100.00000000%
100.00000000%



CGF-GaAs
PURGE
CGF-HgZnTe-A
CGF-HgCdTe
CGF-HgZnTe
FURNACE-SD
SSFF-SHUTDN

1
1
1
1
1
1
1

1
1
1
1
1
1
1

100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%



REPF_GRAMVZN3TASK

**** M_XII_JMRESI-LIQUID
**** MTLXIlVi_RES2-AIR

2.514 KW
i. 141 KW

**** TOTAL ENERGYRESI=
**** TOTAL ENERGYRES2=
GROUP I ENERGYRESI =
GROJP 2 ENERGYRESI =
GROUP 3 ENERGYRESl =
GROOP 4 ENERGYRESl =
GROUP 5 ENERGYRESI =
GROUP 6 ENERGY RESl =

GROUP 7 ENERGY RESI =

GROjP 8 ENERGY RESl =

GR(TJP 9 ENERGY RESl =

GROUP i0 ENERGY RESI =
GRCOP ii ENERGY RESI =

GROUP 12 ENERGY RESl =

GROJP 13 ENERGY RESl =
GRfXJP 14 ENERGY RESI =

(19OJP 15 ENERGY RESI =

GR(TJP 16 ENERGY RESl =
GRf)UP 17 ENERGY RESl =

GR(XJP 18 ENERGY RESI =

GROUP 19 ENERGY RESI =
GRfXJP 20 ENERGY RESI :

2831.71 I<_}{

642.32 I4a}{
2831.71 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

642.32 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) :
0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) :
0.00 CREW TIME (M-Hr) =

0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00
0.00

O. O0

O. O0

0.00
0.00

0.00

0.00

0.00

0.00
0.00



320R PT0011

PMC BASELINE SCENARIO DESCRIPTION

The eighth scenario is used as a baseline to demonstrate normal SSFF operations with two

furnaces. The first sample in each furnace is a characterization sample. The remaining five

samples are HgCdTe, HgZnTe, GaAs, CdTe, and HgZnTe. HgZnTe is repeated in both furnaces

to demonstrate typical operations using a six sample carousel. Once the initial six samples have

been processed, the crew will load the furnaces with another six samples to utilize an entire 90 day

mission.

PMC BASELINE SCENARIO OVERVIEW

The operation of the SSFF in this scenario is as follows: Installation of Furnace Module #2

occurs on Utilization Flight TBD. As in MTC configuration, the checkout of all hoses, lines, and

equipment will be performed by the crew during installation of the second furnace module. Upon

completion of the installation, activation of the SSFF will occur. Activation occurs in the order of

the core equipment, the distributed equipment for Furnace Module#l, and the distributed

equipment for Furnace Module #2. Core Activation consists of applying power and checkout of all

equipment in the Core rack. Distributed Equipment Activation consists of applying power and

checkout of all equipment located within each furnace rack. The Furnace Modules are included in

this activation step. After all equipment is powered and warm-up, the SSFF reaches a standby

mode. This Standby mode is where power consumption for subsystems are at normal operating

amounts and both Furnace Module power consumption is at zero. The SSFF will fall back to these

levels at several times during normal operation in the 90 day mission. Samples may now be loaded

by the crew.

Samples are loaded while the SSFF is in a Manual Sample Exchange stage. This stage

allows the SSFF subsystems to remain in standby while the furnace modules are in a safe

condition for crew interaction. After the samples are loaded in Furnace Module #1, it is purged

with nitrogen. The Furnace Module is then prepared for processing of samples by venting of the

nitrogen and filling with a processing gas. Argon is the processing gas in this scenario. At this

time Furnace Module #2 can be loaded with samples. The procedure is identical to that of Furnace

Module #1. Processing will occur for Furnace Module #1 and for Furnace Module #2 when the

required resources are secured from SSF. Until the time when resources are allocated for

processing, the SSFF will remain in a standby mode. When resources are secured, samples may

be processed simultaneously in both Furnace Modules. Crew will be available throughout PMC

configuration to check for proper operation of the system and correct any problems.

A signal from the Core Control Unit (CCU) will allow for the furnaces to power up and start

the processing cycle. The processing samples are duplicated in both Furnace Modules. The tqrst

sample to be processed is a calibration and bakeout sample. This calibrates the furnaces at _l
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predetermined time limit and proceeds with a bakeout of approximately 5 hours. Processing of

two samples occurs next. The samples include CdTe and GaAs. Upon completion of processing

a single sample the carousel within the furnace module will deliver a subsequent sample to be

processed. Purging of both furnace modules occurs after the first three samples in the scenario

described. Depending on the degradation of ampoules, the amount of purges between samples can

be increased (the increase in purges are consistent with the operation of the SSFF, however purges

are limited by the resources available). Two samples of HgZnTe and a sample HgCdTe are

processed within the furnace modules. Upon completion of the entire carousel of samples the

Furnace Modules are returned to a standby mode.

From the standby mode complete shutdown can occur, however with crew available in PMC

samples may be exchanged. From the standby mode, the manual sample exchange can be utilized

and another set of samples loaded. The process continues as before processing carousels of

samples in each furnace module. The cycle continues with an option to shutdown either Furnace

Module after every completed carousel. Shutdown occurs through a process of: reconfiguration of

SSFF, distributed equipment deactivation and deactivation of core equipment. Reconfiguration

requires the furnace to vent processing gas from the furnace, configure the TCS into the core rack,

and place the furnace into the home position. Deactivation of the Distributed equipment occurs

followed by deactivation of the core equipment. Upon notification from SSFF to suspend

resources from SSF, the Furnace Facility is completely shutdown.
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PMS BASELINE

_DDEL SSFF-INSTL

M3DEL PAYLOAD-ACT

MODEL GORE-ACT

NDDEL FUBNACE-ACT
MDDEL MSE-I

M3DEL MSE-2

MODEL STANDBY
MDDEL BAKFfX]T-I

MSDEL BAKEfX]T-2

WDDEL PMZF-CdTe

MDDEL OSF-CdTe

MDDEL PMZF_

[vDDEL CGF_
WDDEL PURGE-I

MSDEL PURGE-2

M3DEL PMZF-HgZnTe

MODEL PMZF-HgZnTe

[vDDEL CGF-HgZnTe
M3DEL CGF-HgZnTe

MDDEL PMZF-HgCdTe

MgDEL CGF-HgCdTe
MSDEL MSE-I
[VCDEL MSE-2

MSDEL BAKF_fI_-I

WDDEL BAKEfX_-2
MIDEL PMZF-CdTe

MSDEL CGF-CdTe

M3DEL PMZF_
[VDDEL CGF-GaAs

M3DEL PURGE-I
M3DEL PURGE-2

M3DEL PMZF-HgZnTe

M3DEL PMZF-HgZnTe

_EL C(_-HgZnTe
_DDEL CGF-HgZnTe

MDDEL PMZF-HgCdTe

MODEL CGF-HgCdTe
M3DEL MSE-I

NDDEL MSE-2
MDDEL BAKFf]3T- 1

_DDEL BAKF_fX]T-2

MSDFL PMZF-CdTe
M3DEL CGF-CdTe

MgDEL PMZF-GaAs

M3DEL CGF-GaAs

M3DEL PURGE-I
MSDEL PURGE-2

MDDEL PMZF-HgZnTe

_DDEL PMZF-HgZnTe
MJ3EL CGF-HgZnTe

[Vf)DEL C]ZF-HgZnTe

M3DEL PMZF-HgCdTe

[_gDEL CGF-HgCdTe
M3DEL MSE-I

MODEL MSE-2

MSDEL BAKFEUr-I

MDDEL BAKEfX]T-2

INSERTED FgflM

INSERTED FR[_

INSERTED FRC_
INSERTED FRf_

INSERTED FRflM

INSERTED F_<IM
INSERTED F19_4

INSERTED Fgf_

INSERTED FRCM

INSERTED FRCM

INSERTED FRflM

INSERTED FI%CIM
INSERTED

INSERTED FRf_
INSERTED

INSERTED FBflM

INSERTED FI%C_
INSERTED FRflM

INSERTED FRCM

INSERTED FgflM

INSERTED FROM
INSERTED FRflM

INSERTED FRflM

INSERTED FRflM

INSERTED
INSERTED FI<IM

INSERTED FI<M
INSERTED FRflM

INSERTED FRC_

INSERTED
INSERTED FRCM

INSERTED FROM

INSERTED FRDM

INSERTED FR(IM
INSERTED Flgg_

INSERTED FRCM

INSERT_]D F_]M

INSERTED FIg0M
INSERTED FRflM

INSERTED FIgSM

INSERTED FRCM
INSERTED

INSERTED FRflM

INSERTED FR(IM

INSERTED FRC_
INSERTED FI%CM

INSERTED FI%SM

INSERTED FIKIM

INSERTED FRf_
INSERTED FROM

INSERTED FBflM

INSERTED FRCM

INSERTED FRCM
INSERTED FRflM

INSERTED FROM

INSERTED FRd_

INSERTED FRCM

144.00 HRS TO

240.00 HRS TO
336.00 HRS TO

336.50 HRS TO

336.95 HRS TO
339.55 HRS TO

342.15 H!RS TO

360.00 HRS TO

364.00 HRS TO

365.00 HRS TO
369.00 HRS TO

459.90 HRS TO

463.90 HRS TO

487.10 HRS TO
491.10 HRS TO

487.87 HRS TO

640.58 HRS TO
491.87 HRS TO

644.59 FIRS TO

793.28 HRS TO
797.30 HRS TO

809,78 HRS TO
813.80 FIRS TO
812.38 HRS TO
816.40 HRS TO
817.38 I-IRS TO
821.40 HRS TO
912.28 FIRS TO

916.30 HRS TO

939.48 HRS TO
943.50 HRS TO

940.25 HIRS TO

1092.96 FIRS TO

944.27 HRS TO
1096.98 HRS TO

1245.66 HRS TO

168.00 HRS
240.18 HRS

336.50 HRS

336.95 HRS
339.55 HRS

342.15 HRS

360.00 HRS

365.00 HRS
369.00 HRS

459.90 HRS

463.90 FIRS

487.10 HRS

491.10 HRS

487.87 HRS
491.87 HRS

640.57 HRS
793.28 FIRS

644.58 HRS

797.30 FIRS
809.78 HRS

813.80 HRS

812.38 HRS

816.40 FIRS

817.38 HRS
821.40 FIRS

912.28 HRS

916.30 FIRS
939.48 HRS

943.50 HRS

940.25 HRS
944.27 FIRS

1092.95 HRS
1245.66 HRS

1096.98 HRS

1249.69 HRS

1262.16 FIRS

1249.68 HRS TO. 1266.18 HRS

1262.16 HRS TO
1266.18 HRS TO

1264.76 HRS TO

1268.78 HRS TO
1269.76 HRS TO

1273.78 HRS TO

1364.66 HRS TO

1368.68 HRS TO
1391.86 HRS TO

1395.88 HRS TO

1392.63 HRS TO

1545.34 HRS TO
1396.65 HRS TO

1549.36 HRS TO

1698.04 HRS TO

1702.06 HRS TO
1714.54 HRS TO

1718.56 HRS TO

1717.14 HRS TO
1721.16 HRS TO

1264.76 HRS
1268.78 HRS

1269.76 HRS

1273.78 HRS
1364.66 HRS

1368.68 HRS

1391.86 HRS

1395.88 FIRS
1392.63 HRS

1396.65 HRS

1545.33 FIRS

1698.04 FIRS
1549.36 HRS

1702.07 HRS

1714.54 HRS

1718.56 HRS
1717.14 HRS

1721.16 HRS

1722.14 HRS
1726.16 HRS



Yi3DELPMZF-CdTe
YDDELCGF-CdTe
YfIDEL PMZF-GaAs
MODELCGF-GaAs

._4 Yf_3ELPURGE-I
Yf_3ELPURGE-2
MDDELPMZF-HgZnTe
WfIDEL PMZF-HgCdTe

MSDEL CGF-HgZnTe

Yf)DEL CGF-HgCdTe
MSDEL PMZF-HgCdTe

MODEL CGF-HgCdTe

INSERTED FROM

INSERTED FROM

INSERT_]3 FR(IM

INSERTED Fg_IM
INSERTED FRflM

INSERTED FROM

INSERTED FRCM

INSERTED FR(IM
INSERTED FRf_

1722.14 HRS TO 1817.04 HRS

1726.16 HRS TO 1821.06 HRS

1817.04 HRS TO
1821.06 HRS TO

1844.24 HRS TO

1848.26 HRS TO

1845.01 HRS TO
1997.72 HRS TO

1849.03 HRS TO

INSERTED FROM 2001.74 HRS TO
INSERTED FROM 2014.22 HRS TO

INSERTED FR(IM 2018.24 HRS TO

1844.24 HRS

1848.26 HRS

1845.01 HRS
1849.03 HRS

1997.71 HRS

2014.22 HRS

2001.74 HRS

MgDEL FURNACE-SD-I INSERTED FROM 2030.72 HRS TO

YDDEL FURNACE-SD-2 INSERTED FI<}4 2034.74 HRS TO

MDDEL SSFF-SHUTDN INSERTED FROM 2034.89 HRS TO

2018.24 HRS

2030.72 HRS

2034.74 HRS

2030.87 HRS

2034.89 HRS
2035.12 HRS

**** M;LXIbiJMRESI-P(76ER 5.853 KW

**** MTbXIMJMRES2-DATAGENERATICN 132.000 KBPS

**** TOTAL ENERGYRESI= 5738.28

**** TOTAL ENERGY RES2= 107270.85 KBPSH = 48271882.5 KBytes DATA VOLUME
GROJP

GROUP

GHTJP

GROUP
GHTJP

GROUP

GROUP
GROUP

"_ GROUP

1 ENERGY RESl =

2 ENERGY RESI =

3 ENERGY RESI =
4 ENERGY RESl =

5 ENERGY RESl =

6 ENERGY RESI =

7 ENERGY RESI =
8 ENERGY RESI =

9 ENERGY RESl =

GROUP i0 NERGYRESI =

_ Ii ENERGY RESI =
GROUP 12 ENERGY RESI =

GROUP 13 ENERGY RESI =

GROUP 14 ENERGY RESI =

GROUP 15 ENERGY RESI =
GROUP 16 ENERGY RESI =

GROUP 17 ENERGY RESI =
GROUP 18 ENERGY RESI =

GROJP 19 ENERGY RESI =

GROUP 20 ENERGY RESI =

5739.75 RES2 = 107270.84 CREW TIME (M-Hr) =
0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =
d.00 RES2 :

0.00 RES2 =

0.00 RES2 =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :
0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

40.72

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00
0.00

0.00

0.00

MAXIMUM NUMBER OF CREW =

AVG PC_ERSSFF = 3.3772

1.000

EXPERIMENTS NO.RUNS DESIRED RUNS
SSFF-INSTL I i

PAYLOAD-ACT i i

CORE-ACT I I
FURNT_CE-ACT 1 1

MSE-I 4 4

MSE-2 4 4
STANDBY 1 1

BAKEfX/T-I 4 4

BAKEfX]T-2 4 4

PERCENTAGE
100.00000000%

100.00000000%

100.00000000%
100.00000000%

100.00000000%

100.00000000%

100.00000000%

100.00000000%
100.00000000%



F-CdTe
-CdTe
F-CeAs

SE-I
_E-2
F-HgZnTe
-HgZnTe
F-HgCdTe
-HgCdTe
_ACE-SD-I
_ACE-SD-2
F-SHUTDN

4
4
4
4
4
4
7
7
5
5
1
1
1

4
4
4
4
4
4
7
7
5
5
1
1
1

100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%

)0
)0
)0
]0
)0
)0
)0
)0
]0
)0
)0
)0
)0
]0
30
)0
30
}0
}0
}0
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PMC EXTENDED BASELINE SCENARI O DESCRIPTION

Scenario #9 demonstrates the adaptability of SSFF to handle samples requiring extended

processing times while minimizing crew time. The time for processing the sample of HgZnTe is

extended in both furnaces. This allows processing of one carousel of samples to be completed

within the 90 day mission. As a results of the extended processing times no additional carousel

exchange is needed and crew interaction with SSFF is therefore minimized.

PMC EXTENDED BASELINE SCENARIO OVERVIEW

The operation of the SSFF in this scenario is as follows: Installation of Furnace Module #2

occurs on Utilization Flight TBD. As in MTC configuration, the checkout of all hoses, lines, and

equipment will be perforn)ed by the crew during installation of the second furnace module. Upon

completion of the installation, activation of the SSFF will occur. Activation occurs in the order of

the core equipment, the distributed equipment for Furnace Module#l, and the distributed

equipment for Furnace Module #2. Core Activation consists of applying power and checkout of all

equipment in the Core rack. Distributed Equipment Activation consists of applying power and

checkout of all equipment located within each furnace rack. The Furnace Modules are included in

this activation step. After all equipment is powered and warm-up, the SSFF reaches a standby

mode. This Standby mode is where power consumption for subsystems are at normal operating

amounts and both Furnace Module power consumption is at zero. The SSFF will fall back to these

levels at several times during normal operation in the 90 day mission. Samples may now be loaded

by the crew.

Samples are loaded while the SSFF is in a Manual Sample Exchange stage. This stage

allows the SSFF subsystems to remain in standby while the furnace modules are in a safe

condition for crew interaction. After the samples are loaded in Furnace Module #1, it is purged

with nitrogen. The Furnace Module is then prepared for processing of samples by venting of the

nitrogen and filling with a processing gas. Argon is the processing gas in this scenario. At this

time Furnace Module #2 can be loaded with samples. The procedure is identical to that of Furnace

Module #1. Processing will occur for Furnace Module #1 and for Furnace Module #2 when the

required resources are secured from SSF. Until the time when resources are allocated for

processing, the SSFF will remain in a standby mode. When resources are secured, samples may

be processed simultaneously in both Furnace Modules. Crew will be available throughout PMC

configuration to check for proper operation of the system and correct any problems.

A signal from the Core Control Unit (CCU) will allow for the furnaces to power up and start

the processing cycle. The processing samples are duplicated in both Furnace Modules. The first

sample to be processed is a calibration and bakeout sample. This calibrates the furnaces at a

predetermined time limit and proceeds with a bakeout of approximately 5 hours. Processing or

A-19
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two samples of CdTe occur next. Upon completion of processing a single sample the carousel

within the furnace module will deliver a subsequent sample to be processed. Purging of both

furnace modules occurs after the first three samples in the scenario described. Depending on the

degradation of ampoules, the amount of purges between samples can be increased (the increase in

purges are consistent with the operation of the SSFF, however purges are limited by the resources

available). A sample of HgCdTe, HgZnTe and an extended sample of HgZnTe are processed

within the furnace modules. Upon completion of the entire carousel of samples the Furnace

Modules are returned to a standby mode.

From the standby mode complete shutdown can occur, however with crew available samples may

be exchanged. The samples used in this scenario do not allow enough time for another carousel to

be processed. Both furnaces will process one carousel apiece within a 90 day mission.

Shutdown begins for the each furnace module after the completed carousel. Shutdown occurs

through a process of: reconfiguration of SSFF, distributed equipment deactivation and deactivation

of core equipment. Reconfiguration requires the SSFF to vent processing gas from the furnace

module, configure the TCS into the core rack, and place the furnace into the home position.

Deactivation of the Distributed equipment occurs followed by deactivation of the core equipment.

Upon notification from SSFF to suspend resources from SSF, the Furnace Facility is completely

shutdown.
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PFE EXTENDED

MODEL SSFF-INSTL

MODEL PAYI/3AD-ACT
MDDEL CORE-ACT

MDDEL FURNACE-ACT

M3DEL MSE-I
MODEL MSE-2

M3DEL STANDBY

MIX)EL BAKFfX_-I

MDDEL PMZF-CdTe

MODEL PMZF-CdTe

MDDEL PURGE-I

MgDEL PMZF-HgCdTe

MODEL PMZF-HgZnTe

INSERTED FRCM

INSERTED FR(IM
INSERTED FRf_4

INSERTED FRflM

INSERTED FRflM

INSERTED FgflM

INSERTED FBCM
INSERTED FRflM

INSERTED FRCM

INSERTED FNSM

INSERTED

INSERTED FNgM
INSERTED FRflM

YDDEL PMZF-HgZnTeA INSERTED FRflM
Y_3DEL FURNACE-SD-I INSERTED FI<IM
MODEL BAKEOUT-2

MgDEL OZF-CdTe
MSDEL CGF-CdTe

MDDEL PURGE-2

MDDEL CGF-HgCdTe
MODEL OJF-HgZnTe

INSERTED FRCM

INSERTED FI<IM

INSERTED FRflM
INSERTED [ZflM

INSERTED

INSERTED FRflM

MODEL CGF-HgZnTe-A INSERTED FRf]_
MDDEL FURNACE-SD-2 INSERTED FRflM

M3DEL SSFF-SHUTDN INSERTED FRflM

144.00 HRS TO

240.00 HRS TO
336.00 HRS TO

336.50 HRS TO

336.95 HRS TO

339.55 HRS TO

342.15 HRS TO
360.00 HRS TO

365.00 HRS TO

459.92 HRS TO

554.82 HRS TO

555.58 HRS TO
572.08 HRS TO

724.78 HRS TO

1743.37 HRS TO
364.00 HRS TO

369.00 HRS TO

463.92 HRS TO
558.82 HRS TO

559.58 HRS TO

576.08 HRS TO

728.79 HRS TO
1747.39 HRS TO

1747.54 HRS TO

168.00 HRS

240.18 HRS
336.50 HRS

336.95 HRS

339.55 HRS

342.15 HRS

360.00 HRS

365.00 HAS
459.90 HRS

554.82 HRS

555.58 HRS

572.08 HRS

724.78 HRS
1743.37 HRS

1743.52 HRS
369.00 HRS

463.90 HRS

558.82 HRS

559.58 HRS
576.08 HRS

728.79 HRS

1747.39 HRS

1747.54 HRS
1747.77 HRS

**** MAXIMJMRESI-_ 5.129 El4

'**** MAXIM3MRES2-DATAGENERATION 132.000 KBPS

**** T(YfALENERGYRESI=
**** TOTAL ENERGY RES2=

I ENERGY RESI =

GRfXTP 2 EhERGYRESI =
GROUP 3 ENERGY RESI =

GROUP 4 ENERGY RESI =

GROUP 5 ENERGY RESI =

GROUP 6 ENERGY RESl =
GROUP 7 ENERGY RESI =

GROUP 8 ENERGY RESI =

GROUP 9 NERGYRESl =

GROUP I0 ENERGY RESI =
GROJP II ENERGY RESI =

GR(TJP 12 ENERGY RESI =

GROUP 13 ENERGY RESI =
GROUP 14 ENERGY RESl =

GROUP 15 ENERGY RESI =

GROUP 16 NERRESI =

GROUP 17 ENERGY RESl =
GROUP 18 EN52GYRESI =

GROUP 19 ENERGY RESI =

GRCt? 20 ENERGY RESI =

4619.70 Kk_

89000.16 KBPSH = 40050072 KBytes DATA VOLUME
4622.88 RES2 = 89000.17 CREW TIME (M-Hr) =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

28.32

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00

MAXIMJMNUMBEROF CREW= 1.000



AVGPOWERSSFF = 3.2722

EXPERIMENTS ND.RUNS DESIRED
SSFF-INSTL 1 1
PAYLOAD-ACT 1 1
CORE-ACT 1 1
FURhiACE-ACT i i
MSE-I 1 1
MSE-2 1 1
STANDBY 1 1
BAKEOUT-I 1 1
PMZF-CdTe 2 2
PURGE-I 1 1
PMZF-HgCdTe 1 1
PMZF-HgZnTe 1 1
PMZF-HgZnTeA 1 1
FURNACE-SD-I 1 1
BAKEfX/f-2 1 1
CGF-CdTe 2 2
PURGE-2 1 1
CGF-HgCdTe 1 1
CGF-HgZnTe 1 1
C(_-HgZnTe-A 1 1
FURNACE-SD-2 1 1
SSFF-SHUTDN 1 1

RUNS PERCENTAGE
I00.00000000%
100.00000000%
I00.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
_00.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%



PM3 EXTEND[D

**** MAXIMJMRESI-LIQUID
**** MAXIMjM RES2-AIR

4.167 KW
I. 118 KW

**** TOTAL ENEBGYRESI=
**** TOTAL ENERGYRES2=
GROt_ 1 ENERGYRESl =
GROUP 2 ENE2GYRESl =
GROUP 3 ENERGYRESl =
GROUP 4 ENERGYRESl =
GROJP 5 ENERGYRESI =
GROUP 6 ENERGYRESI =

GRCI_ 7 ENE2GY RESI =
GROUP 8 ENERGY RESI =

GR(XJP 9 EhERGY RESI =

GRf].]P i0 ENERGY RESI =

GROUP ii ENERGY RESI =

GROUP 12 ENERGY RESl =

GRCI_P 13 ENERGY RESI =
GRfl_ 14 ENERGY RESl =

GROUP 15 ENERGY RESI =

GROUP 16 ENERG_ RESl =
GROUP 17 ENERGY RESl =

GRJJP 18 ENERGY RESI =
GEOJP 19 ENERGY RESl =

GROUP 20 ENERGY RESI =

3632.16 K_H

932.62 KWH

3631.14 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =
0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

932.56 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00
0.00

0.00

0.00

0.00
0.00



320RPT0011

PMC ALL SHORT SAMPLES SCENARIO DESCRIPTION

Scenario # 10 illustrates the maximum use of crew time. Furnace Module #1 and Furnace

Module #2 process the same samples used in Scenario #4. These samples are GaAs and HgCdTe

and require extremely short processing time. Upon completion of a carousel, the crew will

exchange samples. The short processing cycles demand extensive crew time for changing

samples. This scenario will demonstrate a total of 192 samples being processed over a 90 day

mission.

PMC ALL SHORT SAMPLES SCENARIO OVERVIEW

The operation of the SSFF in this scenario is as follows: Installation of Furnace Module #2

occurs on Utilization Flight TBD. As in MTC configuration, the checkout of all hoses, lines, and

equipment will be performed by the crew during installation of the second furnace module. Upon

completion of the installation, activation of the SSFF will occur. Activation occurs in the order of

the core equipment, the distributed equipment for Furnace Module#l, and the distributed

equipment for Furnace Module #2. Core Activation consists of applying power and checkout of all

equipment in the Core rack. Distributed Equipment Activation consists of applying power and

checkout of all equipment located within each furnace rack. The Furnace Modules are included in

this activation step. After all equipment is powered and warm-up, the SSFF reaches a standby

mode. This Standby mode is where power consumption for subsystems are at normal operating

amounts and both Furnace Module power consumption is at zero. The SSFF will fall back to these

levels at several times during normal operation in the 90 day mission. Samples may now be loaded

by the crew.

Samples are loaded while the SSFF is in a Manual Sample Exchange stage. This stage

allows the SSFF subsystems to remain in standby while the furnace modules arc in a safe

condition for crew interaction. After the samples are loaded in Furnace Module #1, it is purged

with nitrogen. The Furnace Module is then prepared for processing of samples by venting of the

nitrogen and filling with a processing gas. Argon is the processing gas in this scenario. At this

time Furnace Module #2 can be loaded with samples. The procedure is identical to that of Furnace

Module #1. Processing will occur for Furnace Module #1 and for Furnace Module #2 when the

required resources are secured from SSF. Samples can be processed simultaneously in both

Furnace Modules. Crew will be available throughout PMC configuration to check for proper

operation of systems and correction of any problems.

A signal from the Core Control Unit (CCU) will allow for the furnaces to power up and start

the processing cycle. The processing samples axe duplicated in both Furnace Modules. The first

sample to be processed is a calibration and bakeout sample. This calibrates the furnaces at a

predetermined time limit and proceeds with a bakeout of approximately 5 hours. Processing of

two samples occurs next. The samples include HgCdTc and GaAs. These samples require

A-21



320RPT0011

extremely short processing times, therefore the crew time needed to exchange carousels will be

increased. Upon completion of processing a single sample the carousel within the furnace module

will deliver a subsequent sample to be processed. Purging of both furnace modules will occur

after the first three samples in the scenario described. Depending on the degradation of ampoules,

the amount of purges between samples can be increased (the increase in purges are consistent with

the operation of the SSFF, however purges are limited by the resources available). Three more

similar sample are processed within the furnace modules. Upon completion of the entire carousel

of samples the furnaces are returned to a standby mode.

From the standby mode complete shutdown can occur, however with crew available samples

may be exchanged. From the standby mode, the manual sample exchange can be utilized and

another set of samples loaded. The process continues as before processing carousels of samples in

each furnace module. The cycle continues with an option to shutdown the a furnace module after

every completed carousel. In this scenario a total of 16 carousels will be processed. Shutdown

occurs through a process of: reconfiguration of SSFF, distributed equipment deactivation and

deactivation of core equipment. Reconfiguration requires venting of the furnace modules of

processing gas, configure the TCS into the core rack, and place the furnaces into the home

position. Deactivation of the Distributed equipment occurs followed by deactivation of the core

equipment. Upon notification from SSFF to suspend resources from SSF, the Furnace Facility is

completely shutdown.

A-22
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PM7 ALL SHORT

YODEL GORE-ACT

YODEL FURNaCE-ACT
MDDEL MSE-I

YODEL M_E-2

YDDEL STANDBY

MODEL BAKEfX]T-I
MDDEL BAKEOUT-2

MODEL PMZF-GaAs

MDDEL PMZF_

MSDEL CGF_

Y_DEL CGF_
M3DEL PURGE-I

MDDEL PURGE-2

MODEL PMZF-HgCdTe

YODEL PMZF-HgCdTe

MODELYODEL___H_Te e

YODEL CGF-HgCdTe

MODEL CGF-HgCdTe
_DDEL MSE-I

MDDEL MSE-2
MDDEL BAKEfX]T-I

MSDEL BAKFf]/f -2
MODEL PMZF_

MDDEL PMZF_

YDDEL CGF
MDDEL CGF_

MSDEL PURGE-I

M3DEL PURGE-2

YODEL PMZF-HgCdTe

MDDEL PMZF-HgCdTe

MgDEL PMZF-HgCdTe
YODEL C(_-HgCdTe

MODEL OSF-HgCdTe

M3DEL CGF-HgCdTe
MDDEL MSE-I
MSDEL MSE-2

M3DEL _-i

M3DEL BAKFfX]T-2

M3DEL PMZF_

M3DEL PMZF_

MODEL OZF-GaAs
MgDEL CGF_

YDDEL PURGE-I
M3DEL PURGE-2

FDDEL PMZF-HgCdTe

M3DEL PMZF-HgCdTe
M3DEL PMZF-HgCdTe

YODEL CGF-H_Te
MSDEL CGF-HgCdTe

YODEL CGF-HgCdTe
YODEL M_E-I

MDDEL MSE-2

MODEL _-i
M3DEL _-2

FEDEL PMZF-GaAs

[_i3DEL PMZF-GaAs

INSERTED FR(IM

INSERTED FRf_

INSERTED FR(IM
INSERTED FRf_

INSERTED FRflM

INSERTED FR£_
INSERTED _Z(]_

INSERTED FROM

INSERTED

INSERTED

INSERTED FI_(IM
INSERTED FNSM

INSERTED

INSERTED FRflM

INSERTED FR£_

INSERTED
INSERTED FI_IM

INSERTED

•INSERTED
INSERTED

INSERTED FRCM

INSERTED
INSERTED FROM

INSERTED FRflM

INSERTED FRQM
INSERTED

INSERTED

INSERTED
INSERT]N3 FRCM

INSERTED FRCM

INSERTED

INSERTED FRflM
INSERTED FRflM

INSERTED FRCIM

INSERTED FRf_
INSERTED FRCM

INSERTED FRflM

INSERTED FRflM
INSERTED

INSERTED FRflM

INSERTED FROM

INSERTED FRflM

INSERTED FI_SM
IN_T_

INSERTED F}<_

INSERTED FRCM

INSERTED FNCM
INSERTED FRCM

INSERT£D FRCM
INSERTED FRflM

INSERTED FRCIM

INSERTED FRCM
INSERTED FSCM

INSERTED FR(IM

INSERTED FR(IM

INSERTED
INSERTED

336.00 HRS TO

336.50 HRS TO

336.95 HRS TO
339.55 HRS TO

342.15 HRS TO

360.00 HRS TO

364.00 HRS TO
365.00 HRS TO

392.22 HRS TO

369.00 HRS TO

396.22 HRS TO

419.42 HRS TO
423.42 HRS TO

420.18 HRS TO

436.70 HRS TO

453.22 HRS TO
424.18 HRS TO

440.70 HRS TO

457.22 HRS TO

469.72 HRS TO
473.72 HRS TO

472.32 HRS TO
476.32 HRS TO

477.32 HRS TO

504.54 HRS TO
481.32 HRS TO

508.54 HRS TO

531.74 HRS TO

535.74 HRS TO
532.51 HRS TO

549.03 HRS TO

565.55 HRS TO

536.51HRS TO
553.03 HRS TO

569.55 HRS TO

582.05 HRS TO
586.05 HRS TO

584.65 HRS TO

588.65 HRS TO

589.65 HRS TO

616.87 HRS TO
593.65 HRS TO

620.87 HRS TO

644.07 HRS TO
648.07 HRS TO

644.84 HRS TO

661.36 HRS TO
677.88 HRS TO

648.84 HRS TO

665.36 HRS TO
681.88 HRS TO

694.38 HRS TO

698.38 HRS TO
696.98 HRS TO

700.98 HRS TO

701.98 HRS TO

729.20 HRS TO

336.50 HRS

336.95 HRS

339.55 HRS

342.15 HRS
360.00 HRS

365.00 HRS

369.00 HRS

392.20 HRS
419.42 HRS

396.20 HRS

423.42 HRS

420.19 HRS

424.19 HRS
436.68 HRS

453.20 HRS

469.72 HRS

440.68 HRS
457.20 HRS

473.72 HRS

472.32 HRS

476.32 HRS
477.32 HRS

481.32 HRS
504.52 HRS

531.74 HRS

508.52 HRS
535.74 HRS

532.51 HRS

536.51 HRS

549.01 HRS
565.53 HRS

582.05 HRS

553.01HRS

569.53 HRS
586.05 HRS

584.65 HRS

588.65 HRS
589.65 HRS

593.65 HRS

616.85 HRS

644.07 HRS

620.85 HRS

648.07 HRS
644.84 HRS

648.84 HRS

661.34 HRS
677.86 HRS

694.38 HRS
665.34 HRS

681.86 HRS

698.38 HRS
696.98 HRS

700.98 HRS
701.98 HRS

705.98 HRS
729.18 HRS

756.40 HRS



M3DELCGF-GaAs
MgDELCGF-GaAs
MDDELPURGE-I
MODELPURGE-2

_ M3DELPMZF-HgCdTe
MSDELPMZF-HgCdTe
M3DELPMZF-HgCdTe
MgDELC]ZF-HgCdTe
M3DELC(_-HgCdTe
M3DELCGF-H_Te
MgDELMSE-I
M3DELMS"E-2
M3DELBAKFfX]T-I
M3DELBAKFfI_-2
MODELPMZF-GaAs
MJ3EL PMZF_
MODELCGF-C=eAs
MgDELCGF
M3DELPURGE-I
MODELPURGE-2
MODELPMZF-HgCdTe
MSDELPMZF-HgCdTe
M3DELPMZF-H_Te
M3DELCGF-HgCdTe
M3DELCGF-HgCdTe
MDDELOSF-HgCdTe
M3DELMSE-I
M3DELMSE-2
_{I)EL BAKEfX]T-I
MgDELBAKEfX3T-2
5{)DEL PMZF-CxmZ_

'-- YDDEL PMZF-GaAs

_DEL C__
YDDEL C_--C_mAs
MDDEL PURGE-1
[VDDEL PURGE-2

MgDEL PMZF-HgCdTe
MDDEL PMZF-H_Te

MSDEL PMZF-H_Te
YDDEL CTZF-HgCdTe

M3DEL CGF-HgCdTe

[_]DEL CGF-HgCdTe
MgDEL MSE-I
MDDEL MSE-2

MDDEL BAKEfX]T-I

MODEL BAKEUJT-2

_DDEL PMZF
M3DEL PMZF

M3DEL OZF_

M3DEL C(__
YDDEL PURGE-I

_3DEL PURGE-2

Yfl)EL PMZF-HgCdTe
[vEOEL PMZF-HgCdTe

[,i3DEL PMZF-HgCdTe

MSDEL GGF-HgCdTe

MDDEL CGF-HgCdTe
M3DEL CGF-HgCdTe
MSDEL MSE-I

YDDEL MSE-2

INSERTED FR(IM

INSERTED FRCM

INSERTED FR(IM

INSERTED FRCM
INSERTED FRflM

INSERTED FRC_

INSERTED FR(IM

INSERTED FI_flM

INSERTED FRf_
INSERTED FRf]Vl

IN_ FRCM

INSERTED FI%C_

INSERTED FRf_

INSERTED FI%£1M
INSERTED FRflM

INSERTED FR]M

INSERTED FR(IM

INSERTED FR(_

INSERTED
INSERTED FRflM

INSERTED

INSERTED FRCIM
INSERTED FR(IM

INSERTED

INSERTED
INSERTED ERCM

INSERTED FRCM

INSERTED FRC_

INSERTED FRCM
INSERTED FR(IM

INSERTED ERflM

INSERT]N3 Fgf_

INSERTED FR(_
INSERT]N9 FR(_

INSERTED Fgf_

INSERTED FRC_

INSERTED F_]M
INSERTED FROM

INSERTED FR(IM

INSERTED FROM
INSERTED FR(]Vl

INSERTED FR(NM

INSERTED FRCM

INSERTfD
INSERTED FRflM

INSERTED FRflM

INSERTED FRCIM
INSERTED FRflM

INSERTED FI%(IM

INSERTED FR(_
INSERTED FRCM

INSERT_I) FI%C_

INSERTED FRCM

INSERTED FR(]M
INSERTED FR(IM

INSERTED FR(IM

INSERTED
INSERTED FR(IM

INSERTED FR(]M

INSERTED FR(]M

705.98 HRS TO 733.18 HRS

733.20 HRS TO 760.40 HRS

756.40 HRS TO ,'_ 757.17 HRS
760.40 HRS TO

757.17 HRS TO

773.69 HRS TO

790.21 HRS TO

761.17 HRS TO
777.69 HRS TO

794.21 HRS TO

806.71 HRS TO

810.71 fIRS TO
809.31 HRS TO

813.31 HRS TO

814.31 HRS TO

841.53 HRS TO
818.31 HRS TO

845.53 HRS TO

868.73 HRS TO

872.73 HRS TO

869.50 HRS TO
886.02 HRS TO

902.54 HRS TO

873.50 HRS TO
890.02 HRS TO

906.54 HRS TO

919.04 HRS TO

923.04 HRS TO
921.64 HRS TO

925.64 HRS TO

926.64 HRS TO

953.86 HRS TO
930.64 HRS TO

957.86 HRS TO

981.06 HRS TO

985.05 HRS TO
981.83 HRS TO

998.35 fIRS TO

1014.87 HRS TO

985.83 HRS TO
1002.35 HRS TO

1018.87 HRS TO

1031.37 HRS TO
1035.37 HRS TO

1033.97 HRS TO

1037.97 HRS TO
1038.97 HRS TO

1066.19 HRS TO

1042.97 HRS TO

1070.19 HRS TO
1093.39 HRS TO

1097.38 HRS TO

1094.16 HRS TO
1110.68 HRS TO

1127.20 HRS TO

1098.16 HRS TO

1114.68 HRS TO

1131.20 HRS TO
1143.70 HRS TO

1147.70 HRS TO

761.17 HRS

773.67 HRS
790.19 HRS

806.71 HRS

777.67 HRS

794.19 HRS

810.71 HRS
809.31 HRS

813.31 HRS

814.31 HRS

818.31 HRS

841.51 HRS
868.73 HRS

845.51 HRS

872.73 HRS

869.50 HRS

873.50 HRS
886.00 HRS

902.52 HRS

919.04 HRS
890.00 HRS

906.52 HRS

923.04 HRS
921.64 HRS

925.64 HRS

926.64 HRS

930.64 fIRS

953.84 HRS
981.06 HRS

957.84 HRS

985.06 HRS

981.83 HRS
985.82 HRS

998.33 HRS

1014.85 HRS

1031.37 HRS

1002.33 HRS
1018.85 HRS

1035.37 HRS
1033.97 HRS

1037.97 HRS

1038.97 HRS

1042.97 HRS
1066.17 HRS

1093.39 HRS

1070.17 HRS

1097.39 HRS
1094.16 HRS

1098.15 HRS

1110.66 HRS

1127.18 fIRS
1143.70 HRS

1114.66 HRS

1131.18 HRS

1147.70 HRS
1146.30 HRS

1150.30 HRS



MSDELBAKFfXI2-1
MODELBAKHIX]T-2
MODELPMZF_
FEOELPMZF_
M3DELCGF_
Ff]DEL CGF-GaAs
FEOELPURGE-I
MODELPURGE-2
M3DELPMZF-HgCdTe
FEDEL PMZF-HgCdTe
M3DELPMZF-HgCdTe
M3DRI,CGF-HgCdTe
M3DELCGF-HgCdTe
FKI)EL CGF-H_Te
MDDELFSE-1
MS£)F_F,_-2
_I)F_r, H_<E(TJT-1
MODELBAKE£X]T-2
MDDELPMZF_
FEOELPMZF_
MODELC(__
MDDELC(__
MDDELPURGE-I
Ff)DEL PURGE-2
[VDDELPMZF-HgCdTe
MSDELPMZF-HgCdTe
FEOELPMZF-HgCdTe
M3DELCGF-HgCdTe
Ff)DEL CGF-HgCdTe
MDDELCGF-HgCdTe
FDDELMSE-I
M3DELMSE-2
MSDELBAKF_fX_-I
M3DELBAKFfI_-2
MDDELPMZF_
FDDELPMZF-GaAs
MODELCGF-GaAs
MODELCGF_
[_)DEL PURGE-I
MDDELPURGE-2
MDDELPMZF-HgCdTe
M3DELPMZF-HgCdTe
MODELPMZF-HgCdTe
FDDELCGF-HgCdTe
MODELCGF-HgCdTe
MODELOSF-HgCdTe
MDDELMSE-I
MODELMSE-2
MDDELBAKE£X/f-I
MODELBAKFflrf-2
M3DELPMZF_
FDDELPMZF_
MODELCGF_
MDDELCGF_
M3DELPURGE-I
M3DELPURGE-2
MDDELPMZF-HgCdTe
MODELPMZF-HgCdTe
M3DELPMZF-HgCdTe
MSDELCGF-HgCdTe

INSERTEDFR(IM
INSERTED
INSERTEDFRf_
INSERTEDFBSM
INSERTEDFgf_
INSERTEDFRCM
INSERTEDFRC_
INSERTED
INSERTEDFRflM
INSERTEDFR[IM
INSERTEDFR_IM
INSERTEDFRCM
INSERTEDFR[_
INSERTHD
INSERTED
INSERTEDFR(_
INSERTED
INSERTEDF_
INSERTEDFRflM
INSERTEDFRflM
INSERTED
INSERTEDFRC_
INSERTED
INSERTEDFRflM
INSERTED
INSERTEDFgf_
INSERTED_
INSERTEDFRflM
INSERTEDFRC_
INSERTEDFR(IM
INSERTEDFRC_
INSERTEDFRf_
INSERT[I) FRf_
INSERTEDFRCM
INSERT]_I)FRf_M
INSERTEDFR_IM
INSERTEDFRDM
INSERTEDFRC_
INS_±'_ [ZC_4
INSERTEDFIgCM
INSERTEDFR(IM
INSERTEDFgflM
INSERTEDFRC_
INSERTEDFRK_
INSERTEDFR(IM
INSERTEDFRCM
INSERTEDFIgSM
INSERTEDFRf_
INSERTED[ZCIM
INSERTEDFRflM
INSERTEDFRflM
INSERTEDFR(IM
INSERTEDFRf_
INSERTED
INSERTEDFR(IM
INSERTEDFRC_
INSERTHDFRCM
INSERT]K)FR£_
INSERTEDFROM
INSERTEDFROM

1146.30 HRSTO
1150.30 HRSTO
1151.30 HRSTO
1178.52 HRSTO
1155.30 HRS TO
1182.52 HRSTO
1205.72 HRSTO
1209.71 HRSTO
1206.49 HRSTO
1223.01 HRSTO
1239.53 HRSTO
1210.49 HRSTO
1227.01 HRSTO
1243.53 HRSTO
1256.03 HRSTO
1260.03 HRSTO
1258.63 HRSTO
1262.63 HRSTO
1263.63 HRSTO
1290.85 HRSTO
1267.63 HRSTO
1294.85 HRSTO
1318.05 HRSTO
1322.04 HRSTO
1318.82 HRSTO
1335.34 HRSTO
1351.86 HRSTO
1322.82 HRS TO
1339.34 HRS TO
1355.86 HRS TO
1368.36 HRS TO
1372.36 HRSTO
1370.96 HRSTO
1374.96 HRSTO
1375.96 HRSTO
1403.18 HRSTO
1379.96 HRSTO
1407.18 HRSTO
1430.38 HRSTO
1434.37 HRSTO
1431.15 HRS TO
1447.67 HRS TO
1464.19 HRS TO
1435.15 HRSTO
1451.67 HRSTO
1468.19 HRSTO
1480.69 HRSTO
1484.69 HRSTO
1483.29 HRSTO
1487.29 HRS TO
1488.29 HRS TO
1515.51 HRS TO
1492.29 HRS TO
1519.51 HRS TO
1542.71 HRSTO
1546.70 HRSTO

1151.30 HRS
1155.30 HRS
1178.50 HRS
1205.72 HRS
1182.50 HRS
1209.72 HRS
1206.49 HRS
1210.48 HRS
1222.99 HRS
1239.51 HRS
1256.03 HRS
1226.99 HRS
1243.51 HRS
1260.03 HRS
1258.63 HRS
1262.63 HRS
1263.63 HRS
1267.63 HRS
1290.83 HRS
1318.05 HRS
1294.83 HRS
1322.05 HRS
1318.82 HRS
1322.81 HRS
1335.32 HRS
1351.84 HRS
1368.36 HRS
1339.32 HRS
1355.84 HRS
1372.36 HRS
1370.96 HRS
1374.96 HRS
1375.96 HRS
1379.96 HRS
1403.16 HRS
1430.38 HRS
1407.16 HRS
1434.38 HRS
1431.15 HRS
1435.14 HRS
1447.65 HRS
1464.17 HRS
1480.69 HRS
1451.65 HRS
1468.17 HRS
1484.69 HRS
1483.29 HRS
1487.29 HRS
1488.29 HRS
1492.29 HRS
1515.49 HRS
1542.71 HRS
1519.49 HRS
1546.71 HRS
1543.48 HRS
1547.47 HRS

1543.48 HRSTO 1559.98 HRS
1560.00 HRSTO 1576.50 HRS
1576.52 HRSTO 1593.02 HRS
1547.48 HRS TO 1563.98 HRS



MODELCGF-H_Te
FDDELCGF-HgCdTe
MSDELMSE-I
MODELMSE-2

._- MODELBAKEfX]T-I
FDDELBAKF_KX]T-2
FDDELPMZF_
M3DELPMZF-GaAs
MDDELCGF_
MDDELCGF-GaAs
FDDELPURGE-I
MDDELPURGE-2
MSDELPMZF-HgCdTe
MODELPMZF-HgCdTe
MODELPMZF-HgCdTe
FDDELCGE-HgCdTe
MDDELC(_-HgCdTe
FZDEL CIZF-HgCdTe
MDDELMSE-I
FfDEL M_E-2
MDDELBAKEfX_-I
FCDELBAKEfL_-2
M3DELPMZF
M3DELPMZF_
MODELCGF_
FDDELCGF-GaAs
FEDEL PURGE-I
MDDELPURGE-2
MDDELPMZF-HgCd_Te
MDDELPMZF-HgCdTe
[¢£DELPMZF-HgCdTe
FDDELCGF-Hc_Te
FK]DELCGF-HgCdTe
MSDELC(_-HgCdTe
MSDELMSE-I
MDDELMSE-2
MDDELBAKF/X_-I
MDDELBAKEfX_-2
MSDELPMZF-GaAs
[VDDELPMZF_
MDDELCGF_
MDDELCGF-GaAs
M3DELPURGE-I
M3DELPURGE-2
MSDELPMZF-HgCdTe
MDDELPMZF-HgCdTe
MDDELPMZF-HgCdTe
MDDELCGF-HgCdTe
M3DELCGF-HgCdTe
M3DELCGF-HgCdTe
M[I)EL MSE-I
5f)DEL MSE-2
MODELBAKEOUT-I
MODELBAKEfX3T-2
MDDELPMZF-GaAs
M3DELPMZF
MODELCGF-GaAs
MODEL CGF_

[¢ODEL PURGE-I
MODEL PURGE-2

INSERTED FR(IM

INSERTED FROM
INSERTED FRflM

INSERTED FRCM

INSE_TED FRCM

INSERTED FRflM
INSERTED FRflM

INSERTED FRCM

INSERTED FI{IM

INSERTED F_IM

INSERTED

INSERTED FgflM

INSERTED FRCM
INSERTED FRflM

INSERTED FRflM
INSERTED FRCM

INSERTED FI<IM

INSERTED FRCM

INSERTED FI<IM
INSERTED

INSERTED FI<M

INSERTED FI<IM

INSERTED FRCM

INSERTED FRf]M

INSERTED FRCM
INSERTED FgCM

INSERTED FgflM

INSERT[D FRCM
INSERTED FI<IM

INSERTED FSKIM

INSERTED FRDM
INSERTED FR(IM

INSERTED FR(IM

INSERT]_D FRflM

INSERTED FRflM

INSERTED FRflM
INSERTED FR(IM

INSERTED FROM

INSERTED FIg[_

INSERTED FRCM
INSERTED

INSERTED

INSERTED FRCM
INSERTED FRflM

INSERTED

INSERTED FRCM
INSERTED FRCM

INSERTED FRf_

INSERTED FSKIM
INSERTED

INSERTED FR(IM

INSERTED FRDM

INSERTED FROM

INSERTED FRflM
INSERT]_D FRf_

INSERTED FRCM

INSERTED FROM
INSERTED FRflM

INSERTED FI_]v]

INSERTED ER(IM

1564.00 HRS TO 1580.50 HRS

1580.52 HRS TO 1597.02 HRS
1593.02 HRS TO 1595.62 HRS

1597.02 HRS TO 1599.62 HRS

1595.62 HRS TO

1599.62 HRS TO
1600.62 HRS TO

1627.84 HRS TO

1604.62 HRS TO

1631.84 HRS TO

1655.04 HRS TO

1659.03 HRS TO
1655.81 HRS TO

1672.33 HRS TO

1688.85 HRS TO
1659.81 HRS TO

1676.33 HRS TO

1692.85 HRS TO

1705.35 HRS TO

1709.35 HRS TO
1707.95 HRS TO

1711.95 HRS TO

1712.95 HRS TO

1740.17 HRS TO
1716.95 HRS TO

1744.17 HRS TO

1767.37 HRS TO
1771.36 HRS TO

1768.14 HRS TO

1784.66 HRS TO

1801.18 HRS TO
1772.14 HRS TO

1788.66 HRS TO

1805.18 HRS TO

1817.68 HRS TO

1821.68 HRS TO
1820.28 HRS TO

1824.28 HRS TO

1825.28 HRS TO

1852.50 HRS TO
1829.28 HRS TO

1856.50 HRS TO

1879.70 HRS TO
1883.69 HRS TO

1880.47 HRS TO

1896.99 HRS TO
1913.51 HRS TO

1884.47 HRS TO

1900.99 HRS TO

1917.51 HRS TO
1930.01 HRS TO

1934.01 HRS TO

1932.61 HRS TO

1936.61 HRS TO
1937.61 HRS TO

1964.83 HRS TO

1941.61 HRS TO
1968.83 PIPS TO

1992.03 HRS TO

1996.02 HRS TO

1600.62 HRS
1604.62 HRS

1627.82 HRS

1655.04 HRS

1631.82 HRS

1659.04 HRS

1655.81 HRS

1659.80 HRS
1672.31 HRS

1688.83 HRS
1705.35 HRS

1676.31 HRS

1692.83 HRS

1709.35 HRS

1707.95 HRS
1711.95 HRS

1712.95 HRS

1716.95 HRS

1740.15 HRS

1767.37 HRS
1744.15 HRS

1771.37 HRS

1768.14 HRS

1772.13 HRS
1784.64 HRS

1801.16 HRS

1817.68 HRS
1788.64 HRS

1805.16 HRS

1821.68 HRS

1820.28 HRS
1824.28 HRS

1825.28 HRS

1829.28 HRS

1852.48 HRS

1879.70 HRS
1856.48 HRS

1883.70 HRS

1880.47 HRS
1884.46 HRS

1896.97 HRS

1913.49 HRS
1930.01 HRS

1900.97 HRS

1917.49 HRS

1934.01HRS
1932.61 HRS

1936.61 HRS

1937.61 HRS

1941.61 HRS
1964.81 HRS

1992.03 HRS

1968.81 HRS
1996.03 HRS

1992.80 HRS

1996.79 HRS



M3DELPMZF-HgCdTe
MODELPMZF-HgCdTe
M3DELPMZF-HgCdTe
MSDELCGF-HgCdTe
M3DELC6_-HgCdTe
MDDELCGF-HgCdTe
MDDELM_E-I
M3DELMSE-2
MDDELBAKFfL_-I
M3DELBAKEC£_-2
MDDELPMZF-GaAs
MDDELPMZF_
M3DELCGF_
M3DELCGF_
M3DELPURGE-I
M3DELPURGE-2
5{)DEL PMZF-HgCdTe
MSDELPMZF-HgCdTe
M3DELPMZF-HgCdTe
M3DELCGF-HgCdTe
MODELCGF-HgCdTe
MODELCGF-HgCdTe

INSERTEDFR(IM
INSERTEDFROM
INSERT[D
INSERTEDF_CM

INSERTED FRCM

INSERTED FBCM
INSERTED FR3M

INSERTED FROM

INSERTED

INSERTED FgflM
INSERTED F_4

INSERT[D

INSERTED FRflM

MDDEL FURhihCE-SD-I INSERTED FRCM

MgDEL FURNACE-SD-2 INSERTED FIgSM
M3DEL SSFF-SHUTDN INSERTED FRCM

1992.80 HRS TO
2009.32 HRS TO

2025.84 HRS TO

1996.80 HRS TO

2013.32 HRS TO

2029.84 HRS TO
2042.34 HRS TO

2046.34 HRS TO

2044.94 HRS TO
2048.94 HRS TO

2049.94 HRS TO

2077.16 HRS TO

2053.94 HRS TO
INSERTED FRflM 2081.16 HRS TO

INSERTED FBflM 2104.36 HRS TO

INSERTED _ 2108.35 HRS TO

INSERTED FRCM 2105.13 HRS TO
INSERTED _ 2121.65 HRS TO

INSERTED FBflM 2138.17 HRS TO

INSERTED FI%CM 2109.13 HRS TO

INSERTED FBflM 2125.65 HRS TO
INSERTED FIgSM 2142.17 HRS TO

2154.67 HRS TO

2158.67 HRS TO

2158.82 HRS TO

2009.30 HRS

2025.82 HRS

2042.34 HRS

2013.30 HRS

2029.82 HRS
2046.34 HRS

2044.94 HRS

2048.94 HRS

2049.94 HRS
2053.94 HRS

2077.14 HRS

2104.36 HRS

2081.14 HRS

2108.36 HRS
2105.13 HRS

2109.12 HRS

2121.63 HRS

2138.15 HRS
2154.67 HRS

2125.63 HRS

2142.15 HRS
2158.67 HRS

2154.82 HRS

2158.82 HRS

2159.05 HRS

**** MAXD4JM RESI-_ 5.853 KW

**** MAXIM/_ RES2-DATA ENE TION 132.000 KBPS

**** TOTAL ENERGYRESI= 6408.14 KWH

**** TOTAL ENERGY RES2= 114663.84 KBPSH = 51598728 KBytes DATA VOLUME
G_X]P 1 ENERG_RESl = 6301.55 RES2 = 106641.80 CREW TIME (M-Hr) =
GROUP

GRfl_
GRCL_

GRC£_

GROUP

GRUJP

GR_JP

GRCt_

2 ENERGY RESI =

3 ENERGY RESI =

4 ENERGY RESI =
5 ENERGY RESl =

6 ENERGY RESI =

7 ENERGY RESI =

8 ENERGY RESI =

9 ENERGY RESl =
GR(X]P i0 ENERGY RESI =

ii ENERGY RESI =

GROUP 12 ENERGY RESI =
GIgJJP 13 ENERGY RESI =

GROUP 14 ENERGY RESI =

GROUP 15 ENERGY RESI =

GROUP 16 ENERGY RESl =
17 ENERGY RESl =

GROUP 18 ENERGY RESI =

GROUP 19 ENERGY RESl =
GRfXIP 20 ENERGY RESI =

0.00 RES2 =

105.42 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 CREW TIME (M-Hr) =

8022.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

66.13

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.0@

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

MAXIMJMNUMBEROF CREW=

AVGP_Z_SSFF = 3.5151

1.000



EXPER/_MKNTS
GORE-ACT
_CE-ACT
MSE-I
MSE-2
STANDBY
BAKE£1]T-I
BAKEfI]T-2
PMZF_
CGF-GaAs
PURGE-I
PURGE-2
PMZF-HgCdTe
C(_-HgCdTe
FURNACE-SD-I
FURNACE-SD-2
SSFF-SHUTDN

NO.RUNS
1
1

16
16

1
16
16
32
32
16
16
48
48
1
1
1

DESIRED
1
1

16
16

i
16
16
32
32
16
16
48
48

i
I
1

RUNS PERCENTAGE
i00.00000000%
i00.00000000%
I00.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%



PMSALL SHORT

**** MAXIMUMRESI-LIQUID
* * * * MhXIPL_ RES2-AIR

4.224 KW
1.536 I<W

**** TOTAL ENER_f RESI=
**** TOTAL ENERGYRES2=
GROUP 1 ENERGYRESI =

GRLX]P 2 ENERGY RESI =

GRfX]P 3 ENERGY RESI =

GROUP 4 ENERGY RESl =
GROUP 5 [}_SY RESI =

GROUP 6 ENERGY RESl =

GROUP 7 ENERGY RESl =
GROUP 8 ENERGY RESI =

GROUP 9 _ RESl =

I0 ENERGY RESI =
GRLX]P ii ENERGY RESl =

GROUP 12 [_RGY RESl =

GRLTJP 13 ENERGY RESl =

GROUP 14 ENERGY RESl =
GROUP 15 ENERGY RESI =

GRCOP 16 ENERGY RESl =

GROUP 17 ENERGY RESl =
GROUP 18 ENERGY RESI =

GRfX]P 19 ENERGY RESI =
GROUP 20 ENERGY RESI =

4973.13 [_H

1323.51

4915.75 RES2 =
0.00 RES2 =

57.48 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

1287.72 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

35.82 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CRE_ TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :
0.00 CREW TIME (M-Hr) :

0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00
0.00



320RPT001 !

PMC PEAK POWER SCENARIO DESCRIPTION

Scenario #11 portrays combinations of long and short processing times in both furnaces.

The model purposely allowed peak power to be obtained in both Furnace Modules simultaneously.

It was assumed that SSF mission timelines would try to avoid this scenario but that there was a

possibility of it occurring. The data generated by this scenario depicts peak power requirements

occurring with two furnace operation for these type of samples. Furnace Module #1 and Furnace

Module #2 will process two samples of CdTe, GaAs, HgZnTe, and an extended sample of

HgZnTe.

PMC PEAK POWER SCENARIO OVERVIEW

The operation of the SSFF in this scenario is as follows: Installation of Furnace Module #2

occurs on Utilization Flight TBD. As in MTC configuration, the checkout of all hoses, lines, and

equipment will be performed by the crew during installation of the second furnace module. Upon

completion of the installation, activation of the SSFF will occur. Activation occurs in the order of

the core equipment, the distributed equipment for Furnace Module#l, and the distributed

equipment for Furnace Module #2. Core Activation consists of applying power and checkout of all

equipment in the Core rack. Distributed Equipment Activation consists of applying power and

checkout of all equipment located within each furnace rack. The Furnace Modules are included in

this activation step. After all equipment is powered and warm-up, the SSFF reaches a standby

mode. This Standby mode is where power consumption for subsystems are at normal operating

amounts and both Furnace Module power consumption is at zero. The SSFF will fall back to these

levels at several times during normal operation in the 90 day mission. Samples may now be loaded

by the crew.

Samples are loaded while the SSFF is in a Manual Sample Exchange stage. This stage

allows the SSFF subsystems to remain in standby while the furnace modules are in a safe

condition for crew interaction. After the samples are loaded in Furnace Module #1, it is purged

with nitrogen. The Furnace Module is then prepared for processing of samples by venting of the

nitrogen and filling with a processing gas. Argon is the processing gas in-this scenario. At this

time Furnace Module #2 can be loaded with samples. The procedure is identical to that of Furnace

Module #1. Processing will occur for Furnace Module #1 and for Furnace Module #2 when the

required resources are secured from SSF. Until the time when resources are allocated for

processing, the SSFF will remain in a standby mode. When resources are secured, samples may

be processed simultaneously in both Furnace Modules. Crew will be available throughout PMC

configuration to check for proper operation of the system and correct any problems.

A signal from the Core Control Unit (CCU) will allow for the furnaces to power up and start

the processing cycle. The processing samples are duplicated in both Furnace Modules. The first
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sample to be processed is a calibration and bakeout sample. This calibrates the furnaces at a

predetermined time limit and proceeds with a bakeout of approximately 5 hours. Processing of

two samples of CdTe occur next. Upon completion of processing a single sample the carousel

within each furnace module will deliver a subsequent sample to be processed. Purging of both

furnace modules occurs after the f'LrSt three samples in the scenario described. Depending on the

degradation of ampoules, the amount of purges between samples can be increased (the increase in

purges are consistent with the operation of the SSFF, however purges are limited by the resources

available). A sample of GaAs, HgZnTe and an extended sample of HgZnTe are the remaining

samples processed within the furnace modules. Upon completion of the entire carousel of samples

the Furnace Modules are returned to a standby mode.

From the standby mode complete shutdown can occur, however with crew available samples may

be exchanged. The samples used in this scenario do not allow enough time for another carousel to

be processed. Both furnaces will process one carousel apiece within a 90 day mission.

Shutdown begins for the each furnace module after the completed carousel. Shutdown occurs

through a process of: reconfiguration of SSFF, distributed equipment deactivation and deactivation

of core equipment. Reconfiguration requires the SSFF to vent processing gas from the furnace

module, configure the TCS into the core rack, and place the furnace into the home position.

Deactivation of the Distributed equipment occurs followed by deactivation of the core equipment.

Upon notification from SSFF to suspend resources from SSF, the Furnace Facility is completely

shutdown.

_-.d.W
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PFE PEAK _ SCEN

MODEL CORE-ACT

MODEL FURNACE-ACT
MODEL MSE-I

MDDEL MSE-2

M3DEL STANDBY

M3DEL BAKECIFf-I
MODEL BAKF_fT._-2

YODEL PMZF-CdTe

M3DEL PMZF-CdTe

M3DEL CGF-CdTe

MSDEL GGF-CdTe
MSDEL PURGE-I

MSDEL PURGE-2

MODEL PMZF-C=eAs

FfDEL CGF_

MSDEL PMZF-HgZnTe

MDDEL CGF-HgZnTe

INSERT£D FROM

INSERTED FROM

INSERTED
INSERTED FRflM

INSmKr_ FRCM

INS___rsu

INSERTED FBflM
INSERTED FgflM

INSERTED Fgf]vl

INS_±sD FBflM

INSERTED FRCM
INSERTED

INSERTED F}{IM

INSERTED FRCM

INSERTED FRflM
INSERTED FRflM

INSERTED FNZM

YODEL PMZF-HgZnTeA INSERTED
MDDEL CGF-HgZnTe-A INSERTED FRCM
MDDEL FURNACE-SD-I INSERTED FI%flM

MDDEL FURNACE-SD-2 INSERTED El%rIM
YODEL SSFF-SHUTDN INSERT[D

336.00 HRS TO

336.50 HRS TO

336.95 HRS TO
339.55 HRS TO

342.15 HRS TO

360.00 HRS TO

364.00 HRS TO
365.00 HRS TO

459.92 HRS TO

369.00 HRS TO

463.92 HRS TO
554.82 HRS TO

555.58 HRS TO

556.35 HRS TO

556.35 HRS TO

583.55 HRS TO
584.55 HRS TO

736.25 HRS TO

737.25 HRS TO

1754.83 HRS TO
1755.83 HRS TO

1755.98 HRS TO

336.50 HRS

336.95 HRS

339.55 HRS

342.15 HRS
360.00 HRS

365.00 HRS

369.00 HRS

459.90 HRS
554.82 HRS

463.90 HRS

558.82 HRS

555.59 HRS
556.35 HRS

583.55 HRS
583.55 HRS

736.25 HRS

737.26 HRS
1754.83 HRS

1755.84 HRS

1754.98 HRS

1755.98 HRS
1756.21 HRS

**** MAXIMJM RESI-_ 7.137 KW
**** MAXIMI_ RES2-DATA GENERATION 132.000 KBPS

**** TOTAL ENERGY RESI=

**** TOTAL ENERGY RES2=

GRCIIP 1 ENERGY RESI =
GRfX]P 2 ENERGY RESI =

GROUP 3 ENERGY RESI =

GROUP 4 ENERGY RESl =
GROJP 5 ENERGY RESI =

GROUP 6 ENERGY RESl =

GROUP 7 ENERGY RESI =
GROUP 8 ENERGY RESI =

GROUP 9 ENERGY RESI =

GROUP I0 ENERGY RESI =

II ENERGY RESI =
12 ENERGY RESI =

GROJP 13 ENERGY RESI =

GROUP 14 ENERGY RESl =

GR(X]P 15 ENERGY RESI =
GROUP 16 ENERGY RESl =

GROUP 17 ENERGY RESl =

GROUP 18 ENERGY RESI =
GROUP 19 ENERGY RESI =

GROUP 20 ENERGY RESI =

4675.13 KgYH

89685.00 KBPSH = 40358250 KBytes DATA VOLUME
4675.95 RES2 = 89643.39 CREW TIME (M-Hr) =

5.95 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

41.60 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

2.07
2.07

0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00
0.00

MAXIMJMNUMBEROF CREW=

AVGPONF_ SSFF = 3.2918

1.000



EXPERIMENTS
CORE-ACT
FURNaCE-ACT
MSE-I
MSE-2
STANDBY
BAKFfTJT-I
_-2
PMZF-CdTe
C(_-CdTe
PURGE-I
PURGE-2
PMZF-GaAs
CGF-GaAs
PMZF-HgZnTe
OSF-HgZnTe
PMZF-HgZnTeA
CGF-HgZnTe-A
FURN_CE-SD-I
FURN_CE-SD-2
SSFF-SHUTDN

NO.RUNS
1
1
1
1
1
1
1
2
2
1
1
1
1
1
1
1
1
1
1
1

DESIRED
i
I
I
I
I
i
i
2
2
i
i
i
i
I
i
i
i
i
i
I

RUNS PERCENTAGE
I00.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%



PMCPEAK _ SCEN

* ** * MAXIMI_ RESI-LIQUID
**** MAXIMJMRES2-AIR

3.356 KW
1.973 KW

**** TOTAL ENERGYRESI=
**** TOTAL E_RGY RES2=
GROUP 1 ENERGYRESI =
GROUP 2 ENERGYRESI =
GROUP 3 ENERGYRESI =
GRf3LTP4 ENERGYRESl =
GR(X]P 5 ENERGYRESI =
GROUP 6 ENERGYRESI =
GROUP 7 ENERGYRESI =
GROUP 8 ENERGYRESI =
GRCUP 9 ENERGYRESl =
GROUPi0 ENERGYRESI =
GRfX]Pii ENERGYRESl =
GROUP12 ENERGYRESl =
GROUP13 ENERGYRESI =
GROUP14 ENERGYRESl =
GROUP15 ENERGYRESI =
GROUP16 ENERGYRESl =
GROUP17 ENERGYRESl =
GROUP18 ENERGYRESI =
GR(X]P19 ENERGYRESl =
GROUP20 ENERGYRESI =

3674.00
946.52

3668.71 RES2 =

5. i0 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

945.62 CREW TIME (M-Hr) =

0.85 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00
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PMC REOIIESTED SHUTDOWN SCENARIO DESCRIPTION

Scenario #12 exhibits the interruption of one furnace from processing a complete carousel of

samples. This scenario includes two samples of CdTe, a sample of HgCdTe, a sample of HgZnTe

and an extended sample of HgZnTe repeated for each furnace. This scenario includes a SSFF

shutdown procedure for one furnace upon request from SSF. This shutdown request will occur

before all of the samples can b¢ processed in that furnace module. The other furnace module will

remain operating. This scenario is modeled to demonstrate a possible request from SSF reduce

power consumption.
PMC REOUESTED SHUTDOWN SCENARIO OVERVIEW

The operation of the SSFF in this scenario is as follows: Installation of Furnace Module #2

occurs on Utilization Flight TBD. As in MTC configuration, the checkout of all hoses, lines, and

equipment will be performed by the crew during installation of the second furnace module. Upon

completion of the installation, activation of the SSFF will occur. Activation occurs in the order of

the core equipment, the distributed equipment for Furnace Module#l, and the distributed

equipment for Furnace Module #2. Core Activation consists of applying power and checkout of all

equipment in the Core rack. Distributed Equipment Activation consists of applying power and

checkout of all equipment located within each furnace rack. The Furnace Modules are included in

this activation step. After all equipment is powered and warm-up, the SSFF reaches a standby

mode. This Standby mode is where power consumption for subsystems are at normal operating

amounts and both Furnace Module power consumption is at zero. The SSFF will fall back to these

levels at several times during normal operation in the 90 day mission. Samples may now be loaded

by the crew.

Samples are loaded while the SSFF is in a Manual Sample Exchange stage. This stage

allows the SSFF subsystems to remain in standby while the furnace modules are in a sate

condition for crew interaction. After the samples are loaded in Furnace Module #1, it is purged

with nitrogen. The Furnace Module is then prepared for processing of samples by venting of the

nitrogen and filling with a processing gas. Argon is the processing gas in this scenario. At this

time Furnace Module #2 can be loaded with samples. The procedure is identical to that of Furnace

Module #1. Processing will occur for Furnace Module #1 and for Furnace Module #2 when the

required resources are secured from SSF. Until the time when resources are allocated for

processing, the SSFF will remain in a standby mode. When resources are secured, samples may

be processed simultaneously in both Furnace Modules. Crew will be available throughout PMC

configuration to check for proper operation of the system and correct any problems.

A signal from the Core Control Unit (CCU) will allow for the furnaces to power up and

start the processing cycle. The processing samples are duplicated in both Furnace Modules. The

first sample to be processed is a calibration and bakeout sample. This calibrates the furnaces at a

A-25
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predetermined time limit and proceeds with a bakeout of approximately 5 hours. Processing of

two samples of CdTe occur next. Upon completion of processing a single sample the carousel

within each furnace module will deliver a subsequent sample to be processed. Purging of both

furnace modules occurs after the fast three samples in the scenario described. Depending on the

degradation of ampoules, the amount of purges between samples can be increased (the increase in

purges are consistent with the operation of the SSFF, however purges are limited by the resources

available). A sample of HgCdTe, HgZnTe and an extended sample of HgZnTe are the remaining

samples processed within the furnace modules. At approximately 175 hours into the processing of

HgZnTe, a request from SSF to shutdown Furnace Module #2 is received by the CCU. Shutdown

immediately begins for Furnace Module #2. Shutdown occurs through a process of:

reconfiguration of the Furnace Module and Furnace Module #2 distributed equipment deactivation.

Reconfiguration requires the venting of processing gas from Furnace Module #2, configuring the

TCS into the core rack and Furnace Module #1 rack and place the Furnace Module #2 into the

home position. This completes shutdown of Furnace module #2, however Furnace Module#1 will

remain operating.

A-26



I11
F--

Ill

II1

(_)
Z
EL_

E

i
i

i

i

m

m

m

m

m

m

m

m

m

m

i

I

m

m

m

i

T

"7"

I _ .-4 _ _ I hi I I I E
I,J Z I Z hi a, _ _ _ I, Z hi
n- nr- i,I _ '_ _ nr" _ N N n- v-

c)

J

d
i

_ (J')
-- n-
-- -r"

-- t---
_ ILl
_ _--

!



- _ n i _ l _ _ u 1
I-- I-- Or) U'} I--

Q "_ C I I "_
I-- (%1 C-} Pld (:3 LIJ
"0 I _ _ I.I.I _ 0"3

o.n "r 'I- _ _ I
I (._ I I I Z In I

14- n" n, LI. LI. _ 14. l.iJ
f.O :::3 LO _ Or) "_ Or} U'D
(-3 Q,. _ /-) 0"} 14. Or) Z

I I I



EZ]
Or)

0
L_
p--
CO
W

C_
LO
OEE

C_9

m

m

B

l

m

B

l

B

m

m

m

m

m

B

m

m

l

P

m

m

B

n

B

I

m

m

m

m

n

D

m

m

B

B

o

m

m

m

m

D

D

m

B

m

m

m

m

w

m

m

m

m

n

B

n

m

m

m

B

B

B

D

B

0"9
I I I I I

(M_) W3M0d

u

m

I

m

I

0

O

d
(D

w_

g

a

m

m

I

m

i

u

m

m

m

m

i

i

- 03

i

- H-
- ILl

i

a

--(D



D
W
F----

LL]

Z

LL_________i__________________i___i________i__ii_i__ii___i__i_____i____i_______i____________i__i____i______ii________i_____i____iW

L-,.

m

n

l

n

B

m

B

B

D

D

m

m

m

m

m

m

m

m

m

m

B

B

m

B

B

m

i

D

n

n

m

m

m

B

m

B

m

D

n

m

n

B

B

B

D

i

B

m

B

n

m

i

111____i_____i_

0"_:£I 0 "0
(SdB_l) UIUO

C)

__JD

u

m

u

u

m

m

a

m

a

m

m

w

4

m

- nm
- -m

- I---
- W
- _--



[Z]
CO

EZ]
Li]
H-
CO
b_]

E3
b_]
[IZ

(_)
2Z
O_

/

OlnOl]

(f)
OE
-r-

H-
ILl



U-)
LL._]

LL_J
FT-

L_)
Z

B

m

m

B

B

w

B

n

m

B

m

m

u

m

m

m

n

B

B

m

i

D

B

m

m

m

B

I

B

D

m

m

m

B

m

B

m

m

m

m

I

B

m

B

D

D

B

B

B

D

D

m

m

I

B

D

B

D

B

i

m

m

i

m

B

D

B

m

B

m

m

I

0"_

I ! I
o

-c_
_00
mv-'l

I

a

m

m

i

m

m

m

m

m

m

m

m

i

m

a

m

m

m

m

m

u

_ or)
- rr-
_- -r"

m

-- I---
-- ILl
_-- _--

o'oc_



r-_
ill
k-
CO
ill

c2
Ill
rf-

(_2
Z
CL

i

i

I

I

i

i

I

i

i

i

i

m

m

m

m

m

B

m

m

m

m

m

m

m

m

m

m

m

m

m

i

m

i

i

B

i

m

D

I

m

m

m

D

i

i

i

I

D

D

i

D

m

B

B

I

I

w

m

m

8

0

- U')
- rr-
I

_ "-r-

- I--
- t._

u

u

a

a

i

m

I

a

u

i

I

i

m

I

"O_
o'_ aousnMaWO



P_E _TED SD

MDDEL CORE-ACT

Ff)DEL FURNACE-ACT
MDDEL MSE-I

MDDEL MSE-2
MDDEL STANDBY

MDD_L BAK]K73T-I

5iJDEL PMZF-CdTe

M3DEL PMZF-CdTe

MODEL PURGE-I

MODEL PMZF-HgCdTe

M3DEL PMZF-HgZnTe

INSERTED FgflM

INSERTED

INSERTED FI<IM
INSERTED FRCM

INSERTED FBflM

INSERTED FgflM
INSERTED FRflM

INSERTED FRflM

INSERTED FRflM

INSERTED FRflM

INSERTED FRflM

MDDEL PMZF-HgZnTeA INSERTED FRflM
MDDEL FURh_CE-SD-I INSERTED FBf]M

YCDEL BAKFKL_-2 INSERTED FRflM

MODEL CGF-CdTe INSERTED FBCM
MDDEL OSF-CdTe INSERTED FRflM

MDDEL PURGE-2 INSERTED FR£_

MODEL CGF-HgCdTe INSERTED FRflM

MDDEL CKIF-HgZnTe-A INSERTED FRflM
YODEL SSF-REQ-SD INSERTED FRCM
MODEL FURNACE-SD-2 INSERTED

MODEL SSFF-SHUIDN INSERTED

336.00 HRS TO

336.50 HRS TO

336.95 HRS TO
339.55 HRS TO

342.15 HRS TO

360.00 HRS TO

365.00 HRS TO

459.92 HRS TO
554.82 HRS TO

555.58 HRS TO
572.08 HRS TO

724.78 HRS TO

1743.37 HRS TO
364.00 HRS TO

369.00 HRS TO

463.92 HRS TO
558.82 HRS TO

559.58 HRS TO

576.08 HRS TO
751.34 HRS TO

751.36 HRS TO

1743.52 HRS TO

336.50 HRS
336.95 HRS

339.55 HRS

342.15 HRS
360.00 HRS

365.00 HRS

459.90 HRS

554.82 HRS

555.58 HRS
572.08 HRS

724.78 HRS

1743.37 HRS

1743.52 HRS

369.00 HRS
463.90 HRS

558.82 HRS

559.58 HRS
576.08 HRS

751.34 HRS

751.36 HRS
751.51 HRS

1743.75 HRS

**** MAXIM._RESI-_ 5.129 KW

**** FI%XIMJMRES2-DATA_TION 132.000 KBPS

**** TOTAL NERG RESI=

**** TOTAL ENERGY RES2=
GROUP 1 ENERGYRESl =

GROUP 2 ENERGY RESI =

GROUP 3 ENERGY RESI =

GRCETP 4 ENERG%f RESl =
GROUP 5 [NERGYRESl =

GROUP 6 ENERGY RESI =

GNS%_ 7 ENERGY RESl =
GROUP 8 ENERGY RESI =

GROUP 9 ENERGY RESl =

G_i]P i0 _qERGYRESI =

ii ENERGY RESI =

GRfl]P 12 ENERb-_RESI =
GRCITP 13 ENERGY RESI =

GRCO-P 14 ENERGY RESI =

GRfX_ 15 [NERGYRESI =
GROUP 16 ENERGY RESI =

GROJP 17 ENERGTRESI =

GROUP 18 ENERGY RESI =

GROUP 19 ENERGY RESl =
GROUP 20 ENERGY RESI =

4178.24

57161.59 KBPSH = 25722716KBytes DATA VOLUME
4178.24 RES2 = 57161.59 CREW TIME (M-Hr) =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

4.13

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

MAXIMJM NUMBER OF CREW =

AVG POWER SSFF = 2.9625

1.000



EXPERIMENTS

CORE-ACT

FURNACE-ACT

MSE-I
MSE-2

STANDBY

BA/<FiTJT-I
PMZF -CdTe

PURGE-I

PMZF-HgCdTe

PMZF-HgZnTe

PMZF-HgZnTeA
FURNACE-SD-I

BAKEEtrf-2

CGF -CdTe

PURGE-2

CGF -HgCdTe

CGF-HgZnTe-A
SSF-RFQ-SD
FURNACE-SD-2
SSFF-SHUTDN

NO.RUNS

1

1

1
1

1

1
2

1

1

1

1

1
1

2

1
1

1

1

1

1

DESIRED

1

1

1
1

1

1
2

1

1

1

1

1
1

2

1
1

1

1

1

1

RUNS PER_AGE

100.00000000%

100.00000000%

100.00000000%

100.00000000%
100.00000000%

100.00000000%

100.00000000%

100.00000000%
100.00000000%

100.00000000%

100.00000000%

100.00000000%
100.00000000%

100.00000000%

100.00000000%

100.00000000%
100.00000000%

100.00000000%

100.00000000%

100.00000000%



PMZ_TED SD

**** MAXIMJMRESI-LIQUID
**** MAXIMUMRES2-AIR

4.208 KW
i. 118 KW

**** TOTAL ENERGYRESI=
**** TOTAL ENERGYRES2=
GROUP i ENERGYRESl =
GROUP 2 ENERGYRESl =
GSOUP 3 ENERGYRESl =
GROUP 4 ENERGYRESl =
GROUP 5 ENERGYRESI =
GROUP 6 ENERGYRESI =
GROUP 7 ENERGYRESI =

GROUP 8 ENERGY RESI =

GR(X]P 9 ENERGY RESl =
GROUP i0 ENERGY RESI =

GROUP II ENERGY RESI =

GRCL_ 12 _ RESl =

GROUP 13 ENERGY RESI =
GRfX_ 14 ENERGY RESI =

GROUP 15 ENERGY RESI =

GROUP 16 ENERGY RESl =
GROUP 17 ENERGY RESl =

GROUP 18 ENERGY RESI =

GROUP 19 ENERGY RESl =
GR(X]P 20 ENERGY RESI =

3590.74

909.90
3589.71 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

909.85 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00
0.00

0.00

0.00
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pMC NON.REQUESTED SHUTDOWN SCENARIO DESCRIPTION

Scenario #13 demonstrates possible equipment safing for SSFF. Both furnaces are

interrupted as a result of a loss of power to one SSF bus. Both furnaces process the same type

samples that were processed in Scenario #11.

PMc NON.REQUESTED SHUTDOWN SCENARIO OVERVIEW

The operation of the SSFF in this scenario is as follows: Installation of Furnace Module #2

occurs on Utilization Flight TBD. As in MTC configuration, the checkout of all hoses, lines, and

equipment will be performed by the crew during installation of the second furnace module. Upon

completion of the installation, activation of the SSFF will occur. Activation occurs in the order of

the core equipment, the distributed equipment for Furnace Module#I, and the distributed

equipment for Furnace Module #2. Core Activation consists of applying power and checkout of all

equipment in the Core rack. Distributed Equipment Activation consists of applying power and

checkout of all equipment located within each furnace rack. The Furnace Modules are included in

this activation step. After all equipment is powered and warm-up, the SSFF reaches a standby

mode. This Standby mode is where power consumption for subsystems are at normal operating

amounts and both Furnace Module power consumption is at zero. The SSFF will fall back to these

levels at several times during normal operation in the 90 day mission. Samples may now be loaded

by the crew.

Samples are loaded while the SSFF is in a Manual Sample Exchange stage. This stage

allows the SSFF subsystems to remain in standby while the furnace modules are in a safe

condition for crew interaction. After the samples are loaded in Furnace Module #1, it is purged

with nitrogen. The Furnace Module is then prepared for processing of samples by venting of the

nitrogen and filling with a processing gas, Argon is the processing gas in this scenario. At this

time Furnace Module #2 can be loaded with samples. The procedure is identical to that of Furnace

Module #1. Processing will occur for Furnace Module #1 and for Furnace Module #2 when the

required resources are secured from SSF. Until the time when resources are allocated for

processing, the SSFF will remain in a standby mode. When resources are secured, samples may

be processed simultaneously in both Furnace Modules. Crew will be available throughout PMC

configuration to check for proper operation of the system and correct any problems.

A signal from the Core Control Unit (CCU) will allow for the furnaces to power up and start

the processing cycle. The processing samples are duplicated in both Furnace Modules. The first

sample to be processed is a calibration and bakeout sample. This calibrates the furnaces at a

predetermined time limit and proceeds with a bakeout of approximately 5 hours. Processing of

two samples of CdTe occur next. Upon completion of processing a single sample the carousel

within each furnace module will deliver a subsequent sample to be processed. Purging of both

furnace modules occurs after the first three samples in the scenario described. Depending on the

A-27
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degradation of ampoules, the amount of purges between samples can be increased (the increase in

purges are consistent with the operation of the SSFF, however purges are limited by the resources

available). A sample of HgCdTe, HgZnTe and an extended sample of HgZnTe are the remaining

samples processed within the furnace modules. At approximately 175 hours into the processing of

the HgZnTe extended sample, power is lost on one power bus from SSF. The SSFF is capable of

operation with the one remaining power bus, however because of safety requirements the

shutdown of both Furnace Modules is implemented. After verifying only one power bus remains,

the CCU immediately terminates power to both Furnace Modules and the shutdown procedure

begins. Shutdown occurs through a process of: reconfiguration of SSFF, distributed equipment

deactivation in both furnace module racks and deactivation of core equipment. Reconfiguration of

SSFF requires the facility to vent processing gases from both furnace modules and to place the

furnaces into the home position. The TCS can be configured to aid in cooling the furnace modules

for a short time. The SSFF is capable of operating the essential equipment on one power bus to

allow for this procedure. Therefore, on SSF approval, the possibility remains that essential

equipment could continue to run and aid in monitoring and cooling of the unpowered Furnace

Modules. If continued operation is denied, deactivation of the all distributed equipment occurs

followed by deactivation of the core equipment. In the shutdown of the core equipment, the TCS

pump package and CCU will be the last components shutdown. Upon notification from the SSFF

to suspend resources supplied by SSF, the Furnace Facility is completely shutdown.

A-28
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PMS PC_qER LOSS

MODEL CORE-ACT

MODEL FURNACE-ACT
MDDEL MSE-I

MDDEL MSE-2

MIDEL STANDBY

MDDEL BAKFfX_-I

MODEL PMZF-CdTe
M3DEL PMZF-CdTe

MODEL PURGE-I

MDDEL PMZF-HgCdTe

INSERTED FBCM

INSERTED

INSERT[D FgfIM
INSERTED FgfIM

INSERTED

INSERTED FRCM

INSERTED FRCM

INSERTED FRflM
INSERTED FRflM

INSERTED

MODEL PMZF-HgZnTeA INSERTED
MODEL _-LOSS-I INSERTED

MZOEL FURB_CE-SD-I INSERTED [IACM
MDDEL BAKE£XJT-2 INSERTED

MDDEL CGF-CdTe INSERTED

MODEL CGF-CdTe INSERTED
MODEL PURGE-2 INSERTED FRf_

MDDEL CXZF-HgCdTe INS_/<I'ED FR£IM
MDDEL CGF-HgZnTe-A INSERTED FRflM
MSDEL PCKER-LOSS-2 INSERTED Ff<IM

MODEL FURB_CE-SD-2 INSERTED FRCM

MDDEL SSFF-SHUTDN INSERTED FRflM

336.00 HRS TO

336.50 HRS TO

336.95 HRS TO
339.55 HRS TO

342.15 HRS TO

360.00 HRS TO

365.00 HRS TO

459.92 HRS TO
554.82 HRS TO

555.58 HRS TO
572.08 HRS TO

751.33 HRS TO

751.35 HRS TO

364.00 HRS TO
369.00 HRS TO

463.92 HRS TO

558.82 HRS TO
559.58 HRS TO

576.08 HRS TO

751.34 HRS TO
751.36 HRS TO

751.51 HRS TO

336.50 HRS
336.95 HRS

339.55 HRS
342.15 HRS

360.00 HRS

365.00 HRS

459.90 HRS

554.82 HRS

555.58 HRS
572.08 HRS

751.33 HRS

751.35 HRS

751.50 HRS

369.00 HRS
463.90 HRS

558.82 HRS

559.58 HRS
576.08 HRS

751.34 HRS

751.36 HRS

751.51 HRS
751.74 HRS

**** MAXIMUM RESI-PC_qER 5.129 KW

**** MAXIf4__RES2-DATA_TI(iN 132.000 KBPS

**** TOTAL ENERGY RESI=
**** TOTAL ENERGY RES2=

(19UJP I ENERGY RESI =
(19JJP 2 ENERGY RESI =

GROUP 3 ENERGY RESI =

GR(I/P 4 ENERGY RESl =

GROUP 5 ENERGY RESI =
GROUP 6 ENERGY RESI =

GROUP 7 fIqERGY RESI =

GROUP 8 ENERGY RESI =

GROUP 9 ENERGY RESI =
i0 ENERGY RESI =

GRfl_ II ENERGY RESI =

GRfX]P 12 ENERGY RESI =
GRCi]P 13 ENERGY RESI =

GRfXIP 14 ENERGY RESI =

GROUP 15 EBIEIRGY RESI =

GRCi]P 16 ENERGY RESI =
GROUP 17 EN[2GY RESI =

GROUP 18 ENERGY RESI =

GROUP 19 ENERGY RESI =
GRfX]P 20 ENERGY RESI =

1459.51

25409.72 KBPSH = 11434374 KBytes DATA VOLUME
1459.51 RES2 = 25409.72 CREW TIME (M-Hr) =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

6.20

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

MAX]]Vf]MNUMBEROF CREW=

AVGP(]4flISSFF = 3.4952

1.000



EXPERIMENTS
GORE-ACT
FURhIACE-ACT
MSE-I
MSE-2
STANDBY
BAKEOt_-I
PMZF-CdTe
PURGE-I
PMZF-H_Te
PMZF-HgZnTeA
_-LOSS-I
FURNACE-SD-I
BAKFDUT-2
CGF-CdTe
PURGE-2
CGF-H_Te
OSF-HgZnTe-A
_-LOSS-2
FURNACE-SD-2
SSFF-SHUIDN

kD.RUNS
1
1
1
1
1
1
2
1
1
1
1
1
1
2
1
1
1
1
1
1

DESIRED
1
1
1
1
1
1
2
1
1
1
1
1
1
2
1
1
1
1
1
1

RUNS PERCENTAGE
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%



PI_ PC_/ER LOSS

**** MAXIM/M RESI-LIQUID
**** MAXIM/_ RES2-AIR

4.492 KW

1.225 KW

**** TOTAL ENERGY RESI=
**** TOTAL ENERGY RES2=

GNOUP 1 ENERGY RESI =

GRfTgP 2 _qERGY RESI =
GROJP 3 ENERGY RESI =

GRfX/P 4 ENERGY RESl =

5 ENEBGY RESI =
GROJP 6 ENERGY RESI =

GI%O3P 7 _ RESI =

8 ENERGY RESI =

9 ENERGY RESI =

(INf]JP i0 ENERGY RESI =
(INOUP ii ENERGY RESl =

GROUP 12 ENEBGY RESI =

GRfX]P 13 ENERGY RESI =
(19fX]P 14 ENERGY RESl =

GROUP 15 ENERGY RESI =

GRf3UP 16 ENEBGY RESl =
(NNfX]P 17 ENERGY RESl =

GROUP 18 _ RESI =

GROUP 19 ENERGY RESI =
(INJjP 20 ENERGY RESI =

3253.91 K_H

838.53

3242.61 RES2 =
10.20 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

836.76 CREW TIME (M-Hr) =

1.71 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
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[)MC REPROGRAMMING TASK SCE]_ARIQ DESCRIPTION

Scenario # 14 displays a short delayed time increment for the possible reprogramming of

furnace parameters. One furnace exhibits a reprogramming task while the other furnace operates

normally. The reprogramming task occurs after completion of the forth sample in Furnace Module

#1. The type of samples processed axe the same as in Scenario #9.

['MC REPROGRAMMING TASK SCENARIO OVERVIEW

The operation of the SSFF in this scenario is as follows: Installation of Furnace Module #2

occurs on Utilization Flight TBD. As in MTC configuration, the checkout of all hoses, lines, and

equipment will be performed by the crew during installation of the second furnace module. Upon

completion of the installation, activation of the SSFF will occur. Activation occurs in the order of

the core equipment, the distributed equipment for Furnace Module#l, and the distributed

equipment for Furnace Module #2. Core Activation consists of applying power and checkout of all

equipment in the Core rack. Distributed Equipment Activation consists of applying power and

checkout of all equipment located within each furnace rack. The Furnace Modules are included in

this activation step. After all equipment is powered and warm-up, the SSFF reaches a standby

mode. This Standby mode is where power consumption for subsystems are at normal operating

amounts and both Furnace Module power consumption is at zero. The SSFF will fall back to these

levels at several times during normal operation in the 90 day mission. Samples may now be loaded

by the crew.

Samples are loaded while the SSFF is in a Manual Sample Exchange stage. This stage

allows the SSFF subsystems to remain in standby while the furnace modules are in a safe

condition for crew interaction. After the samples are loaded in Furnace Module #1, it is purged

with nitrogen. The Furnace Module is then prepared for processing of samples by venting of the

nitrogen and filling with a processing gas. Argon is the processing gas in this scenario. At this

time Furnace Module #2 can be loaded with samples. The procedure is identical to that of Furnace

Module #1. Processing will occur for Furnace Module #1 and for Furnace Module #2 when the

required resources are secured from SSF. Until the time when resources are allocated for

processing, the SSFF will remain in a standby mode. When resources are secured, samples may

be processed simultaneously in both Furnace Modules. Crew will be available throughout PMC

configuration to check for proper operation of the system and correct any problems.

A signal from the Core Control Unit (CCU) will allow for the furnaces to power up and star_

the processing cycle. The processing samples are duplicated in both Furnace Modules. The first

sample to be processed is a calibration and bakeout sample. This calibrates the furnaces at a

predetermined time limit and proceeds with a bakeout of approximately 5 hours. Processing of

two samples of CdTe occur next. Upon completion of processing a single sample the carousel

within the furnace module will deliver a subsequent sample to be processed. Purging of both

A-29
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furnace modules occurs after the first three samples in the scenario described. Depending on the

degradation of ampoules, the amount of purges between samples can be increased (the increase in

purges axe consistent with the operation of the SSFF, however purges are limited by the resources

available). A sample of HgCdTe, HgZnTe and an extended sample of HgZnTe are processed

within the furnace modules. After HgCdTe a parameter change is initiated from the DMS. The

Furnace Facility remains in a standby mode while this occurs. The delay for a reprogramming task

is dependent on the ability to uplink information. In modeling this scenario reprogramming time

was assumed to take approximately 20 minutes. Upon completion of the entire carousel of samples

the Furnace Modules are returned to a standby mode.

From the standby mode complete shutdown can occur, however with crew available samples may

be exchanged. The samples used in this scenario do not allow enough time for another carousel to

be processed. Both furnaces will process one carousel apiece within a 90 day mission.

Shutdown begins for the each furnace module after the completed carousel. Shutdown occurs

through a process of: reconfiguration of SSFF, distributed equipment deactivation and deactivation

of core equipment. Reconfiguration requires the SSFF to vent processing gas from the furnace

module, configure the TCS into the core rack, and place the furnace into the home position.

Deactivation of the Distributed equipment occurs followed by deactivation of the core equipment.

Upon notification from SSFF to suspend resources from SSF, the Furnace Facility is completely

shutdown.
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PMS REPROGRAM TASK

MDDEL CORE-ACT
MDDEL FURNACE-ACT

MODEL MSE-I

MDDEL MSE-2

M3DEL STANDBY

MODEL BAKE£1Ff-I
M3DEL PMZF-CdTe

MDDEL PMZF-CdTe

MODEL PURGE-I

MODEL PMZF-HgCdTe
MDDEL REPNSGRAM

MDDEL PMZF-HgZnTe

INSERTED FROM

INSERTED FRflM

INSERTED FRQM

INSERTED FROM

INSERTED FROM

INSERTED Fgf_4
INSERTED FgflM

INSERTED FRf_

INSERTED FBflM

INSERTED _
INSERTED FNCM

INSERTED FNSM

MODEL PMZF-HgZnTeA INSERTED FRfIM
M3DEL FUBAiACE-SD-I INSERTED FRCM
MSDEL BAKFKFJT-2

M3DEL CGF-CdTe

MDDEL CGF-CdTe
MDDEL PURGE-2

MDDEL CGF-HgCdTe

M3DEL CGF-HgZnTe

INSERTED FRCM

INSERTED

INSERTED FROM

INSERTED FRCM
INSERTED

INSERTED

M]DEL CGF-HgZnTe-A INS_±'m3 FRflM
MODEL FURNACE-SD-2 INSERTED FRflM

FDDEL SSFF-SHUTDN INSERTED

336.00 HRS TO

336.50 HRS TO

336.95 HRS TO

339.55 HRS TO

344.77 HRS TO

362.62 HRS TO
367.62 HRS TO

462.53 HRS TO

557.43 HRS TO

558.20 HRS TO
574.70 HRS TO

575.03 HRS TO

727.73 HRS TO
1746.32 HRS TO

364.00 HRS TO

369.00 HRS TO

463.92 HRS TO
558.82 HRS TO

559.58 HRS TO

576.08 HRS TO

728.79 HRS TO
1747.39 HRS TO

1747.54 HRS TO

336.50 HRS

336.95 HRS

339.55 HRS

342.15 HRS

362.62 HRS

367.62 HRS
462.52 HRS

557.43 HRS

558.20 HRS

574.70 HRS
575.03 HRS

727.73 HRS

1746.32 HRS

1746.47 HRS
369.00 HRS

463.90 HRS

558.82 HRS

559.58 HRS
576.08 HRS

728.79 HRS

1747.39 HRS

1747.54 HRS
1747.77 HRS

**** MAXIMUM RESI-P(TNER 5.131 KW

**** MAXIMJMRES2-DATAGENERATION 132.000 KBPS

**** TOTAL ENERGYRESI=
**** TOTAL ENE2GYRES2=

GROUP I ENERGY RESI =

GRCXTP 2 ENERGY RESI =

GROUP 3 ENERGY RESI =

GROUP 4 ENERGY RESl =
GROUP 5 ENERGY RESI =

GROUP 6 ENERGY RESl =
GIgZI]P 7 ENERGY RESI =

GNfX]P 8 ENERGY RESI =

GR(X]P 9 ENERGY RESl =

GRC_JP i0 ENERGY RESI =
Ii ENERGY RESI =

G_X]P 12 ENERG_RESI =

GROUP 13 ENERGY RESl =
GRCX3P 14 ENERGY RESl =

GRfTJP 15 _RESI =

GRCOP 16 ENERGY RESl =

GRfX/P 17 ENERGY RESl =

GR(TJP 18 ENERGY RESI =
GROUP 19 ENERGY RESI =

GROUP 20 ENERGY RESI =

4626.42 KWH

89052.43 KBPSH = 40073594 KBytes DATA VOLUME
4617.50 RES2 = 88969.23 CREW TIME (M-Hr) =

ii.90 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 AP_.S2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

83.20 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

2.07

4.13

0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00

MAXIMJMNUMBEROF CREW= 1.000

AVG P(TNER SSFF = 3.277



EXPERIMENTS
CORE-ACT
FURNACE-ACT
MSE-I
MSE-2
STANDBY
BAKEOUT-I
PMZF-CdTe
PURGE-I
PMZF-HgCdTe
REP_
PMZF-HgZnTe
PMZF-HgZnTeA
FURNACE-SD-I
BAKFfTJT-2
CGE-CdTe
PURGE-2
CGF-HgOdTe
CGF-HgZnTe
CGF-HgZnTe-A
FURNACE-SD-2
SSFF-SHUTDN

NO.RUNS DESIRED
1 1
1 1
1 1
1 1
1 1
1 1
2 2
1 1
1 1
1 1
1 1
1 1
1 1
1 1
2 2
1 1
1 1
1 1
1 1
1 1
1 1

RUNS PERCEk_AGE
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%
100.00000000%



PMCREPROZRAMTASK

**** MAXIPi/M RESI-LIQUID
**** MAXI]VrdM RES2-AIR

4.027 KW
1.225 KW

**** TOTAL ENERGY RESI=
**** TOTAL ENERGY RES2=

GROUP i ENERGY RESI =

GROUP 2 ENERGY RESl =
GRCX/P 3 ENERGY RESI =

GROUP 4 ENERGY RESl =

GROUP 5 ENERGY RESl =
GROUP 6 ENERGY RESl =

GROUP 7 ENERGY RESI =

GRCI_ 8 ENERGY RESl =

GROUP 9 ENERGY RESl =

GROUP I0 ENERGY RESl =
GRouP11 ram%7 RESl=
GROUP 12 ENERGY RESl =
GROUP 13 ENERGY RESI =

GROUP 14 ENERGY RESI =
GROUP 15 ENERGY RESI =

GROUP 16 ENERGY RESl =
GROUP 17 ENERGY RESI =

GROUP 18 ENERGY RESI =

GROUP 19 ENERGY RESI =
GROUP 20 ENERGY RESI =

3637.92 KWH
933.58 KWH

3626.69 RES2 =

10.20 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

931.81 CREW TIME (M-Hr) =

i. 71 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

0.00
0.00

0.00

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00

0.00
0.00

0.00
0.00

0.00

0.00
0.00

0.00
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pMC EXTENDED REPROGRAMMING TASK SCENARIO DESCRIPTION

Scenario #15 displays a short delay in processing for Furnace Module #1 and an extended

delay in processing for Furnace Module #2. The reprogramming task occurs after completion of

the forth sample in Furnace Module #1. The extended reprogramming task occurs after completion

of the first sample in Furnace Module #2. The SSFF remains in standby during delays for

reprogramming of the processing parameters. This reflects a scenario in reprogramming run

specific data for both furnaces. The extended delay is due to constraints in the ability to uplink

new software. The type of samples processed are the same as in Scenario #9.

pMC EXTENDED REPROGRAMMING TASK SCENARIO OVERVIEW

The operation of the SSFF in this scenario is as follows: Installation of Furnace Module #2

occurs on Utilization Flight TBD. As in MTC configuration, the checkout of all hoses, lines, and

equipment will be performed by the crew during installation of the second furnace module. Upon

completion of the installation, activation of the SSFF will occur. Activation occurs in the order of

the core equipment, the distributed equipment for Furnace Module#l, and the distributed

equipment for Furnace Module #2. Core Activation consists of applying power and checkout of all

equipment in the Core rack. Distributed Equipment Activation consists of applying power and

checkout of all equipment located within each furnace rack. The Furnace Modules are included in

this activation step. After all equipment is powered and warm-up, the SSFF reaches a standby

mode. This Standby mode is where power consumption for subsystems are at normal operating

amounts and both Furnace Module power consumption is at zero. The SSFF will fall back to these

levels at several times during normal operation in the 90 day mission. Samples may now be loaded

by the crew.

Samples are loaded while the SSFF is in a Manual Sample Exchange stage. This stage

allows the SSFF subsystems to remain in standby while the furnace modules are in a safe

condition for crew interaction. After the samples are loaded in Furnace Module #1, it is purged

with nitrogen. The Furnace Module is then prepared for processing of samples by venting of the

nitrogen and filling with a processing gas. Argon is the processing gas in this scenario. At this

time Furnace Module #2 can be loaded with samples. The procedure is identical to that of Furnace

Module #1. Processing will occur for Furnace Module #1 and for Furnace Module #2 when the

required resources are secured from SSF. Until the time when resources are allocated for

processing, the SSFF will remain in a standby mode. When resources are secured, samples may

be processed simultaneously in both Furnace Modules. Crew will be available throughout PMC

configuration to check for proper operation of the system and correct any problems.
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A signal from the Core Control Unit (CCU) will allow for the furnaces to power up and start

the processing cycle. The processing samples are duplicated in both Furnace Modules. The first

sample to be processed is a calibration and bakeout sample. This calibrates the furnaces at a

predetermined time limit and proceeds with a bakeout of approximately 5 hours. Processing of

two samples of CdTe occur next. Upon completion of processing a single sample the carousel

within the furnace module will deliver a subsequent sample to be processed. Purging of both

furnace modules occurs after the first three samples in the scenario described. Depending on the

degradation of ampoules, the amount of purges between samples can be increased (the increase in

purges are consistent with the operation of the SSFF, however purges are limited by the resources

available). A sample of HgCdTe, HgZnTe and an extended sample of HgZnTe are processed

within the furnace modules. In Furnace Module #2 a parameter change is initiated by the DMS.

This Furnace Module remains in a standby mode while this occurs. The delay for a reprogramming

task is dependent on the ability to uplink information. In modeling this scenario an extended

reprogramming time was assumed to take approximately 8 hours. This delay reflects possible

constraints in uplinking software. After reprogramming of Furnace Module #2 is completed, the

remaining samples are processed in this module. In Furnace Module #1, a parameter change is

initiated from the DMS after HgCdTe. The Furnace Facility remains in a standby mode while this

occurs. In modeling this scenario reprogramming time for this module was assumed to take

approximately 20 minutes. After reprogramming of this module the remaining samples are

processed. Upon completion of the entire carousel of samples the Furnace Modules are returned to

a standby mode.

From the standby mode complete shutdown can occur, however with crew available samples may

be exchanged. The samples used in this scenario do not allow enough time for another carousel to

be processed. Both furnaces will process one carousel apiece within a 90 day mission.

Shutdown begins for the each furnace module after the completed carousel. Shutdown occurs

through a process of: reconfiguration of SSFF, distributed equipment deactivation and deactivation

of core equipment. Reconfiguration requires the SSFF to vent processing gas from the furnace

module, configure the TCS into the core rack, and place the furnace into the home position

Deactivation of the Distributed equipment occurs followed by deactivation of the core equipment.

Upon notification from SSFF to suspend resources from SSF, the Furnace Facility is completely

shutdown.
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PMC REPRtGRAM DELAY

5{)DEL CORE-ACT
MODEL FURNACE-ACT

MODEL MSE-I

MODEL MSE-2

M3DEL STANDBY
M3DEL BAKF/X]T-I

MODEL PMZF-CdTe

MgDEL PMZF-CdTe
MODEL PURGE-I

MODEL PMZF-HgCdTe
MSDEL REP_XZPAM

M3DEL PMZF-HgZnTe

INSERTED FR(IM

INSERTED FRCM
INSERTED FRCM

INSERTED [ZCM

INSERTED FRflM

INSERTED FRflM
INSERTED FRCM

INSERTED FRCM

INSERTED FBSM
INSERTED FBflM

INSERTED FRC_
INSERTED FRflM

M3DEL PMZF-HgZnTeA INSERTED EBflM
M3DEL FURNACE-SD-I INSERTED FRCIM
MDDEL BAKEfI_-2

M3DEL E-REPR_

M3DEL C]3F-CdTe
MDDEL CGF-CdTe

MSDEL PURGE-2

MgDEL CGF-HgCdTe

MODEL CGF-HgZnTe

INSERTED

INSERTED F_SM

INSERTED

INSERTED FRCM
INSERTED FRCM

INSERTED FRflM

INSERTED FRflM

MODEL CGF-HgZnTe-A INSERTED FRC_
MODEL FURNACE-SD-2 INSERTED FRflM
MODEL SSFF-SHUTDN INSERTED FRflM

336.00 HRS TO

336.50 HRS TO

336.95 HRS TO
339.55 HRS TO

344.77 HRS TO

362.62 HRS TO
367.62 HRS TO

462.53 HRS TO

557.43 HRS TO

558.20 HRS TO

574.70 HRS TO
575.03 HRS TO

727.73 HRS TO

1746.32 HRS TO
364.00 HRS TO

369.00 HRS TO

377.00 HRS TO

471.92 HRS TO

566.82 HRS TO
567.58 HRS TO

584.08 HRS TO

736.79 HRS TO
1755.39 HRS TO

1755.54 HRS TO

336.50 HRS

336.95 HRS

339.55 HRS
342.15 HRS

362.62 HRS

367.62 HRS

462.52 HRS

557.43 HRS
558.20 HRS

574.70 HRS

575.03 HRS

727.73 HRS
1746.32 HRS

1746.47 HRS

369.00 HRS
377.00 HRS

471.90 HRS

566.82 HRS

567.58 HRS

584.08 HRS
736.79 HRS

1755.39 HRS

1755.54 HRS
1755.77 HRS

**** MAXD£3MRESI-P(]WER 5.936 KW
**** MAXIM3MRES2-DATA6ENE2ATION 132.000 KBPS

**** TOTAL ENERGYRESI=

**** TOTAL ENERES2=

GRCUP 1 ENERGY RESI =
GROUP 2 ENERGY RESI =

GROUP 3 ENERGY RESI =

GROUP 4 ENERGY RESl =
GROUP 5 ENERGY RESI =

GRCI_ 6 ENERGY RESl =

GROUP 7 ENERGY RESl =

GROUP 8 ENERGY RESI =
GROUP 9 ENERGY RESI =

GROUP I0 ENERGY RESI =

GRfX]P ii ENERGY RESI =

GROUP 12 ENERGY RESI =
GROUP 13 ENERGY RESI =

GROUP 14 ENERGYRESI =

GRCI]P 15 ENERGY RESI =

GROUP 16 ENERGY RESI =
GROUP 17 ENERGY RESI =

GROUP 18 ENERG_RESI =

GROUP 19 ENERGY RESl =
GROUP 20 ENERGY RESI =

4644.84 KWH

89308.43 KBPSH = 40188794 KBytes DATA VOLUME
4636.38 RES2 = 89225.23 CREW TIME (M-Hr) =

ii.90 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

0.00 RES2 =

0.00 RES2 =
0.00 RES2 =

0.00 RES2 =

83.20 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) :

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =
0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

0.00 CREW TIME (M-Hr) =

2.07

4.13

0.00
0.00

0.00

0.00
0.00

0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

0.00

0.00

0.00
0.00

MAXIMJMNUMBEROF CREW= 1.000



AVG PCKERSSFF = 3.2715 KW

EXPERIMENTS NO.RUNS
GORE-ACT 1 ,
FURNACE-ACT 1
MSE-I 1

MSE-2 1

STANDBY 1

BAKFZTJT-I 1

PMZF-CdTe 2

PUR6E-I 1

PMZF-HgCdTe 1
REPNOGRAM 1

PMZF-HgZnTe 1
PMZF-HgZnTeA 1
"FURNACE-SD-I 1
_-2 1

E-REPROZRAM i

CGF-CdTe 2
PURGE-2 1

CGF-H_Te 1
CGF-HgZnTe 1

CYIF-HgZnTe-A 1
FURNACE-SD-2 I

SSFF-SHUTDN 1

DESIRED
1

1

1
1

1

1

2

1

1
1

1

1

1
1

1

2
1

1

1
1

1

1

RUNS PERCENTAGE
100.00000000%

100.00000000%

100.00000000%
100.00000000%

100.00000000%

100.00000000%

i00.00000000%

100.00000000%

100.00000000%
100.00000000%

100.00000000%

I00.00000000%

i00.00000000%
I00.00000000%

I00.00000000%

100.00000000%
100.00000000%

i00.00000000%

100.00000000%

100.00000000%

100.00000000%
100.00000000%



PY£]REP_ DELAY

**** MTLXIFL_RESI-LIQUID
**** M_X]24JMRES2-AIR

**** TOTAL ENERGYRESI=
**** TOTAL ENERGYRES2=
GROUP I ENERGYRESI =
GROUP 2 ENERGYRESl =

3 ENERGYRESl =
GRf]JP 4 ENERGYRESl =
GROUP 5 ENERGYRESl =
(N%fX]P 6 ENERGYRESI =
GROUP 7 ENERGYRESl =
GROUP 8 ENERGYRESI =
GROUP 9 ENEBb-_fRESl =
GROUPI0 ENERGYRESI =
GROUPII ENERGYRESI =
CI%(X]P12 ENERGYRESI =

13 ENERGYRESl =
GROUP14 ENERGYRESl =
GROUP15 ENERGYRESI =
GROUP16 ENERGYRESl =
GROUP17 ENERGI'RESl =
GRfX]P18 ENERGYRESI =
GR(X]P19 ENERGYRESI =
GROUP20 ENERGYRESI =

3653.61 KWH
936.17

3642.44 RES2 =
10.20 RES2 =
0.00 RES2 =
0.00 RES2 =
0.00 RES2=
0.00 RES2 =
0.00 RES2 =
0.00 RES2 =
0.00 RES2 =
0.00 RES2 =
0.00 RES2 =
0.00 RES2 =
0.00 RES2 =
0.00 RES2 =
0.00 RES2 =
0.00 RES2 =
0.00 RES2 =
0.00 RES2=
0.00 RES2=
0.00 RES2 =

934.41 CREWTIME (M-Hr) =
1.71 CREWTIME (M-Hr) =
0.00 CREWTIME (M-Hr) =
0.00 CREWTIME (M-Hr) =
0.00 CREWTIME (M-Hr) =
0.00 CRE_ TIME (M-Hr) =
0.00 CREWTIME (M-Hr) :
0.00 CREWTIME (M-Hr) =
0.00 CREWTIME (M-Hr) =
0.00 CREWTIME (M-Hr) =
0.00 CREWTIME (M-Hr) :
0.00 CREWTIME (M-Hr) =
0.00 CREWTIME (M-Hr) =
0.00 CREWTIME (M-Hr) =
0.00 CREWTIME (M-Hr) =
0.00 CREWTIME (M-Hr) =
0.00 CREWTIME (M-Hr) :
0.00 CREWTIME (M-Hr) =
0.00 CREWTIME (M-Hr) =
0.00 CREWTIME (M-Hr) =

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
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INTRODUCTION

The purposes of this study are to determine the feasibility and

develop a concept for a furnace pointing system. This system will be part of the

Space Station Furnace Facility (SSFF).

This system will be used to align the furnace axis parallel to the resid-

ual gravity vector on the space station. The residual gravity vector is composed

of the air drag component and the gravity-gradient component. Other accelera-

tion inducing steady-state disturbances such as light pressure are considered to

be several orders of magnitude less. The gravity.gradient force is produced by

the radial variation in the force of gravity about the space station center of mass.

An object will only experience a zero gravity gradient if it is positioned along the

flight path of the spac e station's center of mass. The current configuration for

the Space Station Freedom (SSF) will place the U.S. lab module approximately

12 m from the space station Center of Mass (CM). This displacement will

impose an Earth-directed component of 3 x 10 -6 g (~.lp.g per meter) and a CM-

directed component along the truss axis of 1 x 10 -6 g on the furnace module

(worst-case assumptions based on the current configuration). The magnitude

and direction of the gravity-gradient components are considered to be constant

in the study as the center of mass position of the space station will be

considered to be unchanging.

The air drag force is produced by atmospheric drag at the orbital alti-

tude. This component is cyclic in nature and varies at approximately two cycles

per orbit. The magnitude of the air drag component varies significantly with

atmospheric conditions and is a function of solar flux, diurnal bulge, orbital

altitude, time of year, and projected area of the space station. A plot of the

expected acceleration environment on the Space Station is shown in Figure 1.

This study will consider two cases: where the air drag is of the same magnitude

as the gravity gradient (maximum of 3 xl0 -6 g) and where the maximum air

drag is one order of magnitude less than the gravity gradient. The scenario in

which both components are of the same order of magnitude represents a worst-

case orientation (from the perspective of the rack space required by the system).
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OBJECTIVE

The pointing system will be required to maintain a preferred align-

ment (based on the particular science requirements of the experiment) with the

residual gravity vector. The benefits of both an active and passive alignment

system will be weighted. This study must also determine any disturbances

induced on the furnace module by the pointing system. The sense and magni-

tude of the gravity vector and the preferred orientation will be determined and

controlled by an accelerometer subsystem. The system must be capable of

accommodating a variety of furnace module shapes and allow on-orbit module

interchangeability.

3



CONCEPTUAL

,b

DESIGN

ROTATION LIMITS AND DISTURBANCES

The first step required by this study is the determination of the distur-

bances induced on the furnace module by the pointing system. Rotational

induced disturbances are based on maximum normal acceleration of 10 -6 g

and a maximum tangentialacceleration of 1.6 x 10-7g. Furnace dimensions

and mass are based on the Crystal Growth Furnace (CGF) design and assume

tracking rotation about the furnace center of mass. A worst case radius from the

center of rotation to the sample of 1.7 ft was used. The maximum allowable

angular velocity (Wmax) was calculated to be 4.4 x 10 -3 rad/sec or 15 deg/min.

The tangential velocity based on Wmax was calculated to be 0.007 ft/sec with a

minimum acceleration time to Wmax of 24 minutes. Based on these numbers,

the maximum angular acceleration (amax) is 3.0 x 10 -6 rad/sec 2. Based on

CGF, the torque induced by rotating the furnace at amax is 2.55 x 10 -3 oz-in.

The torque required to rotate the furnace at amax is unlikely to produce any

disturbance in the US lab module. Other potential disturbance sources are:

• Stiction in the rotation bearing system

• Drive train noise

• Connection hose binding and interaction.

Calculations of the furnace position during the orbital period are

based on a 10-3 Hz variation of air drag ranging in magnitude from 3 x10 -6 g to

3 x 10 -7 g. Based on the gravity-gradient contour plots and the furnace posi-

tion shown in Figure 2, the gravity-gradient components were found to be 1.0 x

10 -6 g along the truss axis and 3 x10 -6 g in the Earth direction. These compo-

nents produce a resultant of 3.16 x 10-6 g magnitude at a direction 18 deg off

the Earth direction axis. The furnace module will need to be tilted at an 18-deg

angle to maintain alignment with this component. The air drag component of

3 x 10 -6 g requires a tilt angle of 44 dog from Earth direction for parallel

alignment. An air drag component of 3 x 10 -7 g requires a tilt angle of 5 deg

from Earth direction, Based on these two angles, the furnace must rotate

through a 39-deg angle, four times per orbit, or rotate through 39 deg during a

22-min period in a worst-(;:_.$e scenario.

4



SPACE STATION
CENTER of MASS

T 9"
8 m LAB RACK

FURNACE

EARTH

•LAB MODULE

TILT ANGL__I = tan-l(lxl0"6/3xt0 "6) = 18°

ASSUMINGr3 X 10"6G IS WORSTCASE

4

METERS

NADIR

CONTOURS OF CONSTANT GRAVITY GRADIENT ACCELERATION
IN PLANE PERPENDICULAR TO THE PATH OF THE

SPACECRAFT'S CENTER OF GRAVITY (450 km ORBIT)



Assuming the worst case, variation in air drag will be 3 x 10 -6 g -

(3 x 10 -7 g) or 2.7x 10 -6 g; the average angular velocity will be 5.0 x 10 -4

rad/sec. This is well below the calculated maximum of 4.4 x 10 -3 rad/sec. The

rotation about the furnace CG of 5.0 x 10 -4 rad/sec will produce a normal

acceleration component of 10" 8g.

This rotation-induced component must be added to the residual grav-

ity component; however, since this component is almost two orders of magni-

tude below the resultant residual acceleration component, there would appear

to be no significant penalty from rotating the furnace from a disturbance stand-

point. See Figure 3.

Based on a limiting tangential acceleration of 1.6 x 10 -7 g, the

minimum time to reach Wavg from a standstill is 166 sec. Angular velocity and

acceleration values based on a sinusoidal air drag variation during the orbital

period have also been estimated. The maximum angular velocity based on a

sinusoidal air drag force variation is 8.21 x 10 -4 rad/sec, which produces a

maximum normal acceleration component of 3.55 x 10 -8 g. The maximum

resultant acceleration due to furnace rotation is 1.2 x 10 -7 g. A plot of the total

rotation-induced acceleration imposed on the furnace is shown in Figure 4.

Assuming a more optimistic estimate of air drag variation from3 x i 0 -7

to3 x 10 -8 g (or a one order of magnitude difference in the maximum values of

air drag and gravity gradient), the furnace is required to rotate from 0 to 5.5 deg.

The maximum acceleration imposed on the sample by this rotation is

2.8 x 10 -10g.

I1. PASSIVE VERSUS ACTIVE ORIENTATIQN

Because of possible cost and space impacts, a passive alignment

system has also been investigated. A passive system will not actively track the

residual gravity vector; however, the furnace will still be gimballed to allow ori-

entation with a predetermined "average" g-vector direction that will yield the

minimum off-axis disturbance. The passive system will save costs because of

the lack of a drive system, drive control electronics, and a dedicated
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accelerometer system. A passive system could be designed to align with the

gravity-gradient component only (rotation on one axis only) or align with the

resultant of the gravity gradient and the average air drag component (rotation

on two axes).

Alignment with the gravity-gradient component only will produce a

cyclic off-axis acceleration equal to the air drag component. Fixed alignment

with the average (worst case) air drag vector orientation at 44 deg from the

Earth direction axis will produce a maximum off-axis acceleration component ~

equal to the gravity gradient component when the air drag is at a minimum,

therefore the furnace should be positioned at the midpoint between the two

vectors to minimize the off axis acceleration component. See Figure 5. Fixed

alignment with the average air drag force position (2.5 deg), if the maximum air

drag force is 3 x 10 -7 g, yields an off-axis acceleration component of 5 x 10 -7 g.

The passive-active system trade will be determined by the maximum

air drag force, the orientation system tracking accuracy, and the maximum off-

axis acceleration component allowed by the science requirements. Three

cases are examined. L_=S

Case1

a) Air drag varies from 3 x 10 -6 to 3 x 10 -7 g.

b) Tracking accuracy is 1.0 deg.

c) Gravity gradient is 3 x 10 -6 g.

d) Two standard rack spaces are available.

These conditions yield a maximum off-axis acceleration component in

excess of 1.45 x 10 -6 g if the furnace is in a stationary position 25 deg from the

Earth direction axis (this is the rotation midpoint position). This is in excess of

the maximum off axis component of 1.6 x 10 -7 g specified in the SCRD. The

resultant position of the two dominant acceleration components varies from ~5

to 44 deg. A tracking accuracy of __.1.0 deg, if an active system is incorporated,

will produce a maximum off-axis error component of 7.3 x 10"8g.

9



Case2

a) Air drag varies from 3 x 10 -6 to 3 x 10 -7 g.

b) Gravity gradient is 3 x 10 -6 g.

c) Tracking accuracy is 1.0 dog.

d) Only one standard rack space is available

These conditions produce a maximum off-sample axis acceleration

component of 1.9 x 10 -6 g if the furnace is in a stationary position 18 deg from

the Earth direction axis (this is the maximum rotation angle in the standard

rack). This value is in excess of the 1.6 x 10-7g value specified as the maximum

off axis acceleration specified in the SCRD. The 1.0-dog tracking accuracy if an

active system is incorporated will produce a maximum off-axis acceleration

component of 1.75 x 10 -7 g.

Case3

a) Air drag varies from 10 -6 to 10 -7 g.

b) Tracking accuracy is 1 dog.

c) Gravity gradient is 3 x 10-6g.

These conditions are currently considered to be the most realistic. The resultant

position of the two dominant acceleration components varies from 2 to 18 deg.

This variation falls within the space envelope provided by the standard rack,

therefore active tracking is possible within the standard rack space. The

-current requirements document specifies a maximum off-axis accceleration

component of 1.6 x 10-7g below 0.020 hz. If a passive system is utilized, fixed

alignment on the air drag axis at an "average" position of 11 degrees off the

earth direction axis yields a pedodic off axis component of 3.9 x 10-7g which is

slightly above the requirements. These statements are made based on the

assumption that the pitch Torque Equilibrium Attitude (TEA) lies along the

velocity vector of the space station.

10



Pitch TEA's have been reported to vary from -11 to +20 degrees
depending on the station configuration. A positive pitch TEA reduces the

furnace air drag tilt angle with respect to the Iongitudnal axis of the lab module

while a negative pitch TEA increases the required tilt angle on the air drag axis.

The TEA at Man Tended Capability (MTC;June 1996) has been estimated at

+20 degrees. The rotation angle in the rack for alignment with the resultant of

the peak air drag vector and the gravity gradient vector will then be 18 degrees -

20 degrees or-2 degrees. The TEA at Permanent Manned Capability

(PMC;August 1997) is estimated at -6 degrees. The rotation angle in the rack

for alignment with the resultant of the peak air drag vector and the gravity

gradient vector will then be 18 degrees - (-6) degrees or 24 degrees. This

alignment angle moves the furnace back out of the space provided by the

standard rack envelope if active tracking is incorporated. The standard rack

space tilt angle limit of 18 degrees imposes an off-axis acceleration component

of 3.3 x 10"7g on the sample during peak air drag. These estimates are based

on a 3 to 1 gravity gradient to peak air drag ratio (3 x 10-6g gravity gradient and

1 x 10-6g peak air drag).
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III. FURNACE ORIENTATION SYSTEM

Several concepts for orientation systems have been explored.

basic design parameters for an active system are as follows:

The

+18-deg movement required on a radial plane through the lab
module

• up to 45-deg of movement for air drag compensation - this will
probably require a special rack space at least 64 in wide

• Minimum or no entry into the lab aisle space

• The system must accommodate various sized and shaped furnace
modules

• Hose and electrical connection provision

- Fluid connection

- Inert gas
- Heater power
- Vacuum
- Instrumentation.

The space requirements for rotation about two axes are shown in

Figure 6. The space required will depend on the furnace diameter, length and

the required angles of rotation. The rotation angles shown in the figure are

based on a 24-in. diameter furnace" module, 54 in. long. It becomes

immediately obvious that furnace module containers as large as CGF will not be

compatible with the system. Furnace modules will probably be required to be at

least 25 percent smaller in length. This may require a corresponding reduction

in sample length depending on the particular furnace design.

The impact of a sample size reduction on the science requirements

will need to be determined. If 45:d_g rotation on the air drag alignment axis is

required, it will be necessary to use two standard rack spaces or at least 64 in.

of wall space depending on the furnace size.

Concept I, shown in Figure 7, consists of a tilt stage at the base of the

rack for gravity-gradient alignment and the second rotation point for air drag

alignment located at the furnace CG position. An L-shaped structure connects

the tilt stage and the rotation gimbal. This configuration has a space

disadvantage.
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ROTATION
GIMBAL

DRIVE
MOTOR

TILT STAGE

FIGURE 7 CONCEPT 1
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The base stage and the arm from the base to the upper rotation

gimbal intrude on the furnace space and limit the rotation angles, furnace

length, and furnace diameter.

Concept II places both of the rotation gimbals in the same plane. See

Figure 8. The gimbal structure is still supported from the base of the rack. This

configuration is more space efficient than Concept I and allows both rotation

points to be located in the same plane.

Concept !11places both rotation points in the same plane, as in Con-

cept II, but uses a special rack which allows mounting of the longitudinal (air

drag) rotation point on the back wall of the rack. See Figure 9. This configu-

ration allows a larger tilt angle and/or furnace module size by elimination of the

rack base support arm. However, tl_is configuration will require the design and

construction of a special lab rack.

If the standard rack space is used, the furnace length is limited to 34

in. with a 17-in. diameter (EAC) container (assuming 45-deg air drag rotation).

See Figure 10. Further reductions in furnace diameter will only yield a length

increase of 4 in. Based on the standard rack depth and a 18-deg gravity-

gradient alignment angle, a 24-in. diameter (CGF size) furnace container is

limited to a length of 54 in. With this size furnace container, 59 in. of wall space

is required to accommodate a 45-deg rotation. See Figure 11. The EAC

container diameter of 17 in. will allow a furnace container length of

approximately 64 in. with the standard rack depth and an 18-deg gravity-

gradient alignment tilt angle.

16
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The impact of the reductions in sample diameters and lengths on the

science requirements of potential experiments needs to be examined. The

orientation system will also have impacts on the design of an automated sample

exchange system and may possibly rule out the inclusion of such a system.

A special wide rack poses the additional problem of entry into the lab

module through the 50-in. wide hatch. The problem requires further examina-

tion. One possible concept, shown in Figure 12, would utilize a folding structure

that would fit within the space of two racks. The furnace gimbal assembly would

be mounted on a "backbone" structure. This structure would have foldout arms,

which would connect with the lower rear attach points in the lab module. This

same concept is shown tilted forward in the removal configuration in Figure 13.

The 45-deg rotation requirement in the air drag correction plane may

be reduced to less than 18 dog if the air drag component is always less than

the gravity gradient componenet by at least a 3 to 1 ratio and if the sum of the

pitch at the TEA and air drag tilt angle is less than 18 degrees (negative TEA

pitch changes increase the rotation space requirement; positive TEA pitch

angles decrease the space requirement.). An 18-dog maximum rotation angle

will allow the orientation system to fit within the standard rack space. Furnace

module length will still be restricted to 54 in. with a 24-in. diameter.

Since the furnace enclosure cans are likely to be thin walled, a fur-

nace support or cradle will need to be provided to support the furnace module

at the base. The cradle must be designed to provide on-orbit furnace module

interchangeability. The concept for furnace module changeout is shown in

Figure 14. There are two changeout concepts. One concept uses a furnace

module dedicated support cradle. The entire cradle assembly would be

changed with the furnace module. The cradle will be designed so that the dis-

tance between the rotation hubs accommodates the largest diameter furnace

module envisioned.

The cradle would be located by two splined and removable axles.

Module changeout would involve removing a locking pin, retracting both axles

through the gimbal spindles, and removing the cradle.

All hose and electrical connections would be broken at the support

cradle.
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In the second concept, the support cradle is integral with the rotation

gimbal. The front of the cradle is open to allow removal and insertion of the fur-
nace module. Each furnace module would require a base adapter plate for
connection with the cradle baseplate. Hose and electrical lead breaks would
be made at the base of the furnace module. This system offers potentially

easier module changeout, but may introduce design restraints on the various

furnace modules.

IV.

V°

SUBSYSTEM REQUIREMENTS

• • Accelerometer Subsystem

10 -8 g sensitivity at 10 -3 Hz (one order of magnitude less than

the minimum acceleration to be measured)

• Accelerometer Signal Conditioners

Filtering and Amplification

• Accelerometer Data Management System

Processing of signal conditioner output

Determination of residual g-vector orientation

Storage of pertinent acceleration data

Drive Motor Power Supply and Control System

Drive Motor System and Position Sensors - positioning accuracy
to 1.0 deg

Flexible connection system

Accelerometer calibration system

Accelerometer vibration isolation system.

SAFETY ISSUES AND HAZARDS

• Flexible connection failure

- Fluid and gas connection

- Power connection

- Vacuum connection

- Instrumentation

25



• Failure of the rotation system drive mechanism may allow unre-
strained rotation of the furnace module

Crew entry into the furnace motion space. It will probably be nec-
essary to provide torque limiting slip clutches in the rotation mech-
anism

• Crew injury during furnace module changeout.

• Touch Temperature limitations on furnace components protruding
out of the rack envelope.

26



TECHNOLOGY DEVELOPMENT ISSUES

ACCELEROMETER SYSTEM

A three-axis accelerometer system is required for the purpose of

determining the residual g-vector direction and magnitude. The accelerometer

system must be capable of measuring accelerations of 10"8g at frequencies of

10 -3 Hz. The accelerometer should have a resolution one order of magnitude

greater than the minimum acceleration. Preliminary investigations (TBE

Workpackage I) indicate the Sunclstrand ASDA and the Bell MESA are the only

currently available "accelerometers capable of coming close to meeting these

requirements. The Sundstrand QA-2000 and the Bell Model XI are marginal at

best (10 -6 g). The Sundstrancl ASDA appears to be capable of acheiving 5 x

10 -8 g if a passive vibration isolation system is incorporated. The Bell MESA

appears capable of measuring accelerations of less than 10-8g but may require

an active vibration isolation system. Tests indicate the Bell MESA

accelerometer may have problems with limited dynamic range and will require

extensive vibration isolation. Accelerometer testing at TBE has been terminated

because of a stop-work order on Workpackage I. The requirement for a

dedicated furnace orientation system accelerometer system is eliminated if an

accelerometer system is included as part of the furnace facility or the US lab

module. If a mapping system is utilized, it will not be necessary to provide an

accelerometer station at the orientation system location.

I1. ACCELEROMETER CALIBRATION SYSTEM

Accelerometers such as the Sundstrand QA-2000 have exhibited bias

drifts as high as 3 x 10 -7 g/h. Therefore, a periodic calibration technique must

be developed to ensure bias correction. Null bias calibration may be achieved

by placing the accelerometer in a gimbal structure and rotating the

accelerometer 180 degrees. Any difference in the accelerometer reading after

rotation is the null bias. The rotation gimbal may also be used for scale factor

calibration by rotating the accelerometer at a controlled rate and measuring the

centripetal acceleration.

27



III. ACCELEROMETER VIBRATION ISOLATION SYSTEM

Either an active or passive vibration isolation system will be needed

to prevent accelerometer saturation at high noise levels.

If an accelerometer subsystem is incorporated in the SSFF or the

Acceleration Mapping System is reincorporated in the Space Station Freedom,

then a dedicated accelerometer system for furnace orientation will not be

required.
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CONCLUSIONS

This study has determined that a furnace orientation system is feasi-

ble. Either an active or passive system may be utilized depending on the

tolerance in the maximum off axis acceleration specified in the SCRD and the

space requirements of the US lab module. The recommended configuration is

a passive system scarred for conversion to an active system at some later date.

Conversion will require replacing the hand cranks at the two rotation points with

drive motors, installing drive control electronics in the core rack, and routing of

power and control cables. The concept for an active tracking system is

illustrated in Figure !4. The following design features are incorporated in the

active tracking system:

• Rotation gimbals in a common plane.

• Furnace modules are base mounted.

• The air drag correction gimbai is wall mounted.

• The system will accept a 24-in. diameter, 54-in. long experiment
container (provided rack space requirements are met).

• Furnace module umbilical connection breaks are made at the

support cradle.

• Gimbal rotation points (when active tracking is incorporated) are
driven by stepper motors in microstepping mode

• Rotation points are driven through worm and anti-backlash worm
gears incorporating a self-locking gear ratio and torque limiting
slip clutches. Gear train related noise will need to be investi-
gated. 1

There do not appear to be any problems with bearing related
noise or stiction at the low angular velocities. It is recommended
that a wet lubricant be used, that the bearings be preloaded, and
the bearings be sized to allow at least one complete ball rotation.

The conclusions are based on the following assumptions:

• The U.S. Pab module is located at the position shown in Figure 2.

29



• 3 x 10-6g gravity gradient component.

• The Space Station Freedom exhibits no roll during orbit.

• The system size is within the Space Station Freedom rack space
requirements.

• Sample sizes dictated by the orientation system do not violate
science requirement.

• 10"3 Hz air drag force variation.

A passive orientation system will not meet the maximum off-axis

acceleration of 1.6 x 10-7g specified in the SCRD with a peak air drag

acceleration of 1 x 10-6g or greater. Positioning the furnace at a "mission

averaged" position will result in a peak off axis component approximately 2x

10-7g to 3 x 10"7g higher than the specified maximum. It is recommended that

the requirements document specification be modified to correspond with these

estimates for a passive orientation system.

At the time when active tracking is installed, it is recommended that

each drive motor be provided with a hand crank for manual operation of each

rotation point in the event of a drive system failure. If an acceleration mapping

system is not incorporated in the Space Station Freedom, the accelerometer

package should be located as close as possible to the furnace module,

preferably directly under or over the orientation cradle.
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PHYSICAL ACCOMMODATION REQUIREMENTS
FOR AN ACTIVE POSITIONING SYSTEM

.G.oJ .Oz .t
Fumace Cradle Assembly

Gimbal Arm

Drive Motors (2)

Accelerometer Package

Gimbal Support Structure/Rack

10

15

3

10

TBD

Soace Reauirements:

Worst-Case Assumption Based Configuration - 2 Standard Racks

Optional Configuration - 1 Standard Rack

Power Reouirements:

Drive Motors (2) - 50 W

Control Electronics - TBD
V
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RECOMMENDATIONS FOR FURTHER STUDY

• Orientation system space requirements
• Crew assembly and interaction requirements

• Sample exchange problems

• Cost impacts of a furnace module logistics carrier

• Assembly procedures

32



We were asked to reassess the furnace orientation

requirement for the Science Workshop held on
October 28, 1991. The reassessment reflects

changes that have occured in the station

configuration. The following charts were presented
at that workshop.
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INTRODUCTION

Teledyne Brown Engineering has begun work on the conceptual

design of the Space Station Furnace Facility (SSFF). The SSFF is a muitiuser

facility capable of supporting a wide variety of experimentation in solidification

physics and crystal growth. The preliminary definition of this facility has defined

a variety of unique furnace modules which can be integrated into a common

support system and structure for mission-particular experimentation. A contract

for the conceptual design of this common support system and structure was

awarded to TBE with Authority to Proceed given on June 2, 1989, and the

contract was signed on August 31, 1989. The contract specified many trade

studies to be performed in support of the conceptual design effort. On

September 11, 1989, a Science Requirements Workshop was held to review

the progress and priority of the work being performed with the science

community. After a review of the tasks listed in the contract statement of work,

the trade studies concerning the ampoule mounting, translation mechanisms,

and sample exchange (paragraphs 5.5.3, 5.5.4, and 5.5.5, respectively) were

considered by the science community to be of low pdodty and dependent on the

designs of the unique furnace modules. Due to the immaturity of many of the

furnace module designs, it was decided to minimize the effort for these

analyses.

This report is a summary of the work performed Under the following

tasks:

5.5.3 Hgt Ampoule Exchange

• Must sample cool before exchange

• Does sample cool in facility or in separate sample holder

5.5.4 Ampoule Mountina

• Position accuracy

• Support one or both ends of ampoule

• Is rotation capability required

• Thermocouple interface

• Universal holder versus several specialized

X-1



5.5.5 Translation Mechanism

• Ampoule loading

• Ampoule translation

° Sample differential translation (float zone)

To adequately complete these trade studies, specific information

pertaining to furnace module designs is required. This level of detail may not

be available until a furnace module nears a Critical Design Review completion.

More detailed assessments of these issues should be performed as the furnace

modules reach the preliminary and critical phases of design.

5.5.3 Hot Amooule Ex?hsnqe

A trade study on the benefits and merits ol hot ampoule exchange

was performed. The issue is whether the ampoule should be allowed to cool in

the furnace core or removed hot and allowed to cool in a separate facility. Hot

ampoule removal has the potential advantage of reducing sample processing

time by the sum of the sample-furnace core cooldown time and the furnace core

heatup time. The advantages and disadvantages of each technique are listed

below.

Exchange Hot Ampoule

 Lzamag. Disadvantaaes

Processing time savings

Furnace is not thermally cycled
during each ampoule change

• Burn hazard exists with manual

exchange.

• Ampoule breakage toxicity hazard
in cases where sample materials
are toxic at high vapor pressures

• If an ampoule exchange carousel
is used, the hot ampoule will
radiate to other ampoules in the
carousel

• A separate ampoule cooling can-
ister may be necessary because
of the above issue.

• Added experimental parameter
due to the unknown cooling rate

X-2



Cool Ampoule Before Exchange

A L  tag_e 

Eliminates burn hazard.

Reduced risk of hot

breakage
ampoule

Disadvantaaes

Lost processing time

For the case of electronic materials processing (crystal growth), the

sample exchange time compared to the sample processing time is small;

therefore, it is felt that the small amount of time saved does not warrant the

increased risks and complexity of hot ampoule exchange. However, in the case

of metals and alloys experiments, the relatively short processing time (4 to 8

hours) may warrant the addition of a hot ampoule exchange system. In cases

where higher cooling rates than allowed by the core heat loss rate are required

by the experiment, a separate sample holder-container may be required.

Cooling of the hot ampoule in a separate holder is investigated in the next

study. A hot ampoule exchange design concept is also illustrated.

Cool in Furnace Core or Seoarate Holder

A trade study was performed to determine the benefits and difficulties

involved in incorporating a separate sample container to allow out-of-furnace

ampoule cooling. Such a system may be required on short-duration experi-

ments or in cases where sample cooling rate may be an important experimental

parameter. The advantages and disadvantages of each system are listed

below.

Cool Sample in Separate Sample Container

Disadvantaaes

• Offers an additional level of con-

tainment in case of an ampoule
rupture during cooldown

• Isolates the hot ampoule from the
rest of the system and other
ampoules.

• More complex system; greater cost

• Difficult to adapt to existing furnace
concepts such as CGF. The addi-
tion of a container to the existing
design would lengthen the furnace
by ~30 in.

• Thermocouple/sensor outputs from
the ampoule may be more difficult
to configure.
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FIGURE 2
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Cool Sample in Furnace Core

Adv_nt_,ges Disadvantages

• Simplified design; lower cost

• Lower rack space requirement

• Requires more processing time
per sample

• Fixed cooling rate

In cases where the experiment run time is short or where cooling

rates may be higher than allowed by the furnace core, it may be necessary to

incorporate a separate cooling canister. Ampoules could be loaded into the

furnace core by an exchange arm and then unloaded back into a cooling

canister. This concept is not easily adapted to any of the baseline furnace

configurations and would require further study. A design concept for such a

system is illustrated in Figure I. The addition of a load-unload ampoule

container to the CGF carousel would require increasing the length of the

furnace core and would place it outside the boundaries allowed by the rack

space (Figure II).

5.5.4 Amooule Mountine-Universal Holder Versus Several
Soecialized Holders

The SSFF contract identifies the issue of utilizing a universal ampoule

holder. The advantages and disadvantages of universal and specialized

holders are listed below.

Universal Ampoule Holder

Disadvantages

° Common holder design; possible
cost savings

• Easier to design into an automatic
ampoule exchange system.

• Sensor output limited by common
connection constraints

• Material compatibility - difficult to
design for when ampoule material
may be an unknown

• Umitation on thermocouple types

It would be advantageous to incorporate a universal ampoule holder

or fixture into the furnace design. The design could be configured such that
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each ampoule utilized an adapter flange which incorporated any of the

ampoule unique features required. A design concept is illustrated in Figure i11.

This feature would make it much easier to incorporate an automated sample

exchange system into the furnace design. However, because of the immaturity

of the furnace module design concepts, it is recommended that this issue be set

aside for further study.

_Uo0ort One or Both Ends of Amooule

A trade study was performed to determine the advantages of sup-

porting the sample ampoule on both ends as opposed to one end only. The

advantages and disadvantages of both configurations are listed below.

Support Ampoule on One End

Disadvantages

• Reduced heat loss out the end of

the ampoule

• Furnace core may be closed on
one end; reduced heat losses

• Reduced sample end effect on hot
zone side

• Easier to accommodate ampoule
thermal expansion

• Less rigid ampoule mounting

• Ampoule alignment may be more
difficult.

Support Ampoule on Both Ends

Advantaoes Disadvantages

• Increased rigidity

• During ground-based tests the
lower support reduces any poten-
tial problems with ampoule creep
and failure at elevated tempera-
tures.

• Aids in ampoule alignment

• Axial thermal expansion of the
ampoule must be accommodated.

• Increased heat load-end effects

• A longer ampoule may be
required.

• Requires the furnace core to be
open at both ends

• To accommodate a multiple
exchange system, the ampoule
must be loaded through the fur-
nace core on the lower support.
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Sample support on one end only offers several advantages over a

two-support system and is preferred. Figure IV shows a conceptual design for a

two-support system. The greater simplicity of a single support negates any

potential advantages of increased rigidity.

Positionina Accuracy

The contract specifies an ampoule position accuracy of !--0.1 cm with a

resolution of 0.01 cm. It is not clear whether these numbers reflect axial and

Ampoule position and/orradial accuracy or concentricity with the furnace bore.

position measurement accuracy is a function of:

• The straightness of the ampoule

• Angular misalignment in the sample holder

• The positioning accuracy of the sample exchange mechanism

• The accuracy of positioning the sample in the ampoule

• The location of the ampoule position with respect to a reference
point on the furnace core is controlled by the thermal expansion
characteristics of the ampoule and the furnace structure.

• Position measurement accuracy with respect to a reference point
on the furnace core is controlled by the resolution and accuracy of
the position sensor- LVDT, Linear Potentiometer, optical encoder,
etc.

Because of the equipment-specific nature of this issue, it is recom-

mended that the issue be deferred to the furnace core manufacturer.

Is Rotation Caoabilitv Reauired

The issue of ampoule end rotation appears to be experiment specific.

It is felt that the issue be deferred until experiment requirements are better

developed.

$_ml;)le Differential Translation (Float Zone)

No float zone furnaces are identified in the candidate baseline.

Th_rmocouole Interface

This study addresses the location of the ampoule thermocouple lead

wire termination point and how the TC lead wire connection is made.
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Considerations involved with this issue are:

• Automated or manual sample exchange

• Accommodation of a variety of thermocouple types

• Lead wire length

• Ampoule mounting.

The feature of automatic or manual exchange is required by the

contract. If the ampoule is designed to be loaded and unloaded automatically

by an exchange mechanism, then each ampoule must have a common end

configuration or adapter to allow it to be coupled to the exchange arm. The

thermocouple connection point should be integral with the ampoule coupler.

The TC-sensor connection plug should be designed to allow for both automated

coupling and manual coupling. The contract guidelines and assumptions

statement require that the design allow for six to eight thermocouples per

sample. Utilizing only one thermocouple type would require 16 thermocouple

connection points per ampoule. If the ampoule exchange arm connector is

designed to allow for 3 thermocouple types, 48 thermocouple connection points

are required.

The connection point might either be a pin-type connector or a series

of radial "pads" around the exchange mechanism adapter on the end of the

ampoule. Due to the equipment-specific nature of this study, it is recommended

that the final decision be deferred to the furnace core manufacturer.

5.5.5 Tr_n_l_tiQn Me(;:hani_;m

Common Translation System

The furnace translation system may be either furnace-core unique or

common with ihe rack. The advantages and disadvantages of each system are

listed below.

X-11
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Common Translation Mechanism

Advantaaes Disadvantaaes

• Lower cost; common components

• The drive components may be
better isolated from the furnace
environment.

• The translation rates required
may be accommodated by a com-
mon system.

• It may be very difficult to design a
translation system to accom-
modate the wide variety of fur-
nace configurations, shapes, and
lengths.

• The furnace core design would be
driven by the translation rack
space requirements.

• For the case of furnace translation
it will be more difficult to maintain
atmospheric integrity of the fur-
nace core.

(Bellows may be required.)

• This configuration requires a more
modular furnace design and pos-
sibly more setup time.

Translation Mechanism Integral with Furnace Core

Disadvantages

• The entire furnace apparatus is
contained in a single enclosure
as in CGF, AADSF, and MASA.

• Reduced setup time upon experi-
ment changeout

• Similar to existing designs

• The furnace core design is not
driven by the need to couple to a
common translation rack.

Potentially higher cost

The use of a common translation system has many potential problems

which may be difficult to solve. Therefore, it is recommended that the use of a

common translation system be abandoned in favor of the use of common

translation system components such as motors and drive screws. The

translation system for each furnace core could be designed from a catalogue of
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common flight-certified components. This inventory of flight-certified

components would be developed and maintained by the SSFF Project.

Amooule Translation Versus Furnace Translation

Directional solidification requires controlled relative motion between

the furnace and the sample during processing. The goal is to minimize

acceleration imposed on the sample by the translation mechanism or changes

in translation velocity. The SSFF contract requires a maximum g level of 10 -4.

To achieve the required relative motion, either the furnace or ampoule must be

translated. The advantages and disadvantages of each technique are listed

below.

Furnace Translation

• Minimize the acceleration imposed
on the sample by the translation
mechanism - the sample sees no
accelerations from speed changes
(other than drive train vibration).

• Easier to accommodate a multiple
sample exchange mechanism.
The exchange system must be
integral with the translation system
in a sample translation configura-
tion.

Disadvantages

• Requires more rack space; two
complete furnace core volumes
are required.

• Furnace translation requires a

higher torque capacity drive sys-
tem.

Sample Translation

Disadvantages

• Cables associated with power, • More exposure to drive system

cooling, sensors, etc., are not vibration and acceleration
required to move.

• It is possibly easier to have a com-
mon translation system with this

configuration.

Furnace translation is preferred because of the g-level requirement of

the contract. Furnace translation reduces the magnitude of acceleration distur-

bances imposed on the sample by drive system noise and translation rate

changes.
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Amooule Loadina

The contract states that the furnace be capable of both manual and

automated ampoule loading. This requirement is closely tied with the require-

ments of section 5.5.3 in the contract and cannot be treated as an independent

issue. Several ampoule loading schemes can be envisioned.

• Direct loading by hand into the ampoule-holding fixture

• Automatic loading by a carousel

• Automatic loading by an exchange arm from an ampoule carousel
canister (Figure I)

• Automatic loading by a fully articulated robotic system

Design issues:

• Does the loading mechanism interfere with the ampoule being
manually loaded?

Will the automatic loading device be capable of meeting the
ampoule alignment requirements or will a separate alignment
mechanism be required?

• Does the design allow for hot ampoule exchange?

• How are thermocouple lead wires and sensor wires routed
through the exchange mechanism?

• Does the loading mechanism allow for variation in ampoule
lengths?

• How will the exchange mechanism - ampoule holder be protected
from heat conduction up the ampoule?

If the ampoule is loaded from a separate container, does the
ampoule storage container share a common vacuum and backfill
system with the furnace?

Are motion points or mechanical joints in the exchange mecha-
nism designed to be self-locking or do they require active control
to maintain a given position?
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OBJECTIVE

The objective of this study is to determine the technical feasibility and resource

impacts of a magnetic suppression system on the SSFF. A concept for this

system is provided as a basis for the feasibility assessment.

The approach to performing this study involved a consideration of different

types of magnet systems which have been classified into three categories: 1)

superconducting magnet systems, 2) normal electromagnet systems and 3)

permanent magnet systems. Concepts from each category are discussed in the

following paragraphs.
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ASSUMPTIONS USED IN THE STUDY

To establish the ground rules and to serve as a point of departure, the following

assumptions were used in these analyses. The results and conclusions drawn

at the end of this report are based on this list.

• The allowable Space Station Rack Load is 700 kilograms at launch.

This places an upper bound on the mass of any piece of equipment

which cannot be assembled on orbit.

The generated DC magnetic field shall not exceed 170 dB picotesla above 1

picotesla at the payload envelope.

No specific requirement for DC magnetic field emissions from payloads in

the Space Station Freedom Laboratory Module could be found at the time of

this study. This requirement was taken from Space Shuttle Payload

interface Control Drawing, ICD-2-19001, Paragraph 10.7.3.2a. This limits

the allowable magnetic flux emitted from the Magnetic Suppression

Subsystem to 0.3 gauss.

• The desired magnetic field is 2000 gauss in a direction parallel to the

growth axis of the specimen.

• The magnetic field is desired over the length of the hot zone

Additional assumptions used in the studies of the different types of magnets will

be given in the discussions that follow.
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MAGNETIC FIELD SHIELD DESIGN

Due to the requirements limiting magnetic field emissions from payloads on the

Space Station Freedom, it is necessary that a magnetic field shield be used in

conjunction with the magnet in the magnetic suppression concept since the

magnitude of the flux desired (2000 gausses) is far greater than the anticipated

limiting value on emissions. For direct current (dc) fields, a magnetic field

shield provides a low reluctance path for the magnetic flux being shielded. The

attenuation or shielding efficiency of a magnetic shield is the ratio of the

measured field before shielding to that measured after shielding. In general,

magnetic shields that are cylindrical provide greater attenuation than shapes

with square comers. For cylindrical shields, the attenuation is inversely

proportional to the inside diameter of the shield, thus the larger the volume of

the shielding chamber the lower its attenuation for a given thickness of

shielding material.

In magnetic field shield construction, it is desirable to select a material with a

high permeability for high attenuation and a high saturation level. Above

saturation, shielding effectiveness drops exponentially. A typical material used

in the construction of magnetic field shields is mu-metal. Mu-metal is an alloy of

Nickel, Copper, Chromium and Iron. it has a maximum permeability of 100,000

and a saturation induction of 6500 gausses. In this study, mu-metal is

considered for the magnetic field shield construction as well as two alloys which

are commercially available and will be referred to here as "Alloy 1" and "Alloy

2". The properties of interest of these alloys are presented in Table 1. "Alloy 1"

has a very high permeability for maximum attenuation, but a low saturation

level. "Alloy 2" has a relatively low permeability, but a high saturation level.

The B/H curves for the three magnetic shielding materials considered in this

study are presented in Figures 1, 2, and 3.

Using the given properties and B/H curves, the performance of each material

was evaluated in this study. Figure 4 shows a plot of the level of magnetic flux

emitted by a magnetic shield as a function of the shield thickness for the three

alloys under consideration. The magnetic flux emitted by the shield is the flux

level after shielding. This plot was produced for an interference field of 2000

gausses and a shield inside diameter of 44 centimeters. From this plot, at an

4
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emitted flux level of 0.3 gauss, "Alloy 1" requires the smallest shield thickness

which is mainly due to the fact that it has the highest permeability. "Alloy 1" is

selected here as the matedal for the shield construction and for this alloy the

level of magnetic flux after shielding is plotted as a function of shield thickness

for vadous shield inside diameters in Figure 5. This plot was developed for an

interference field of 2000 gausses. Thus, this figure can be used to determine

the required shield thickness for vadous shield sizes and a desired emitted flux

level. Figure 6 is a plot of the resulting shield mass versus the shield thickness

for vadous shield inside diameters. This plot was developed for an interference

field of 2000 gausses also. By using Figure 5 to determine the required shield

thickness for a desired emitted flux, Figure 6 can the be used to determine the

resulting shield mass. Figure 7 is a plot of the minimum shield thickness

required to avoid matedal saturation as a function of the shield inside diameter

for vadous source ol" interference flux values. This minimum shield thickness is

the minimum thickness required to prevent saturation of the shield, after which

the emitted magnetic flux will increase exponentially.
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Table 1 - Magnetic Field Shield Material Properties

Specific Gravity

Saturation Induction, Gauss

Maximum Permeability

Coercive Force, Oe

Curie Temperature, °C

Mu-Metal "Alloy 1" "Alloy 2"

8.5 8.74 7.86

6,500 7,500 21,000

100,000 450,000 4,000

0.05 0.015 1.0

400 454 770
v
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SUPERCONDUCTING MAGNET SYSTEM CONCEPT

The merits of a using a superconducting magnet in the magnetic suppression

system were considered in this study. It was determined that this type of magnet

is not feasible at this time. The following is a summary of the assessment

performed pertaining to this approach.

Conceptual Design

The superconducting magnet concept consists of three major assemblies,

namely: the magnet and dewar, a closed cycle refrigerator and a power supply

and control system.

The dewar has a clearance bore to permit the insertion of a crystal growing

furnace module in its center. The dewar is equipped with fixtures to allow liquid

helium and liquid nitrogen filling and venting. The dewar is also plumbed to

allow connections to the closed cycle refrigerator. The magnet resides in a

helium filled chamber which is maintained at 4.2 OK. In order to minimize

helium consumption, the magnet chamber is surrounded by a radiation shield

which is stored in liquid nitrogen and maintained at 20 OK. The outer surface of

the dewar is maintained at room temperature. The dewar is instrumented with

temperature sensors attached to the radiation shields and the magnet chamber.

The U. S. standard Space Station Freedom rack will not accommodate the

dewar; therefore, non-rack provisions must be made for it.

The magnet is a solenoid typically wound using conductors made of many

filaments of superconductor material embedded in a copper matrix and twisted

along its axis to decrease its diamagnetism. Insulation is provided by the

insulation on the wire and by epoxy between each turn. The magnet is wound

on a cylinder made of aluminum, brass or stainless steel.

The closed cycle refrigerator is used to maintain the radiation shields at 20 °K.

It is attached to the top of the dewar by an armored cable. Terrestrial

refrigerators are air-cooled. The refrigerator can be installed in a U. S. standard

Space Station rack.
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The magnet controls and instrumentation and power supplies can be installed

into a standard U. S. rack.

Resource Requirements

The resource requirements presented are based on an actual terrestrial state-

of-the-art superconducting magnet system utilizing a 5 K Gauss magnet. This

system is manufactured by American Magnetics, Inc., a leading supplier of

superconducting magnet systems and cryogenic accessories.

Mass and Volume Requirements

The inner bore of the dewar is 86 centimeters in diameter and the outside

diameter is 163 centimeters. This inner bore dimension is expected to be large

enough to accommodate the furnace modules in the SSFF study and allow

room for additional insulation around the furnace module if necessary to

decrease nitrogen and helium consumption by the magnet system. The dewar

and magnet have a combined mass of 13200 kilograms. The closed cycle

refrigerator has a width of 50 centimeters, a depth of 50 centimeters, a height of

43 centimeters and has a mass of 309 kilograms. The power supply and control

system will have a mass of 657 kilograms and occupy a volume 56 centimeters

wide, 89 centimeters deep and 107 centimeters high.

Power Requirements

The magnet must be energized prior to operation. The electrical power to

energize the magnet is 1.6 kW. The time to energize the magnet is 30 minutes.

After the magnet is energized it can 10e switched to a persistent mode where

there is no power requirement. If the cryogenic fluids are reused, a closed cycle

refrigerator requiring 1.5 kW continuously will be required. It is estimated that

the power supply and control system will consume about 500 watts

continuously.

Consumables

As heat is absorbed by the system, the liquid nitrogen and liquid helium in the

system will vaporize and must be replaced periodically. The liquid nitrogen
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consumption rate is approximately 4 liters per hour and the liquid helium

consumption rate is approximately 200 milliliters per hour.

Venting

The helium and nitrogen gases from the magnet system must be vented or

captured and stored for reuse. Either way, provisions must be made for rapid

venting in the case of loss of cooling or some other catastrophic event. The

magnet system will have. a large amount of stored energy. Superconducting

magnets experience a phenomena called "quenching =. This is an

unpredictable process where resistance retums to the magnet. This generates

a large amount of heat which vaporizes large quantities of the cryogens.
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Critical Issues

There are several areas requiring technology development in the use of a

superconducting magnet system in space. These include:

Magnetic field shielding techniques

The magnetic fields developed must be shielded to avoid causing interference

with other payloads and expedments. Magnetic fields are known to cause

problems in equipment such as computers.

Cryogenic fluid control systems

Research and development must be performed in the area of cryogenic fluid

storage in low gravity as well as in the area of cryogenic fluid flow devices to

insure safe and reliable designs for use in space.

Safety

Safety techniques must be developed to reduce the chances of catastrophic

failure of the systems.
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PERMANENT MAGNET SYSTEM CONCEPT

Additionally, this study considered a permanent magnet system, but the weight

and volume limitations constrain this system such that 2000 gauss cannot be

provided. The following describes the concept used as a basis for this

assessment.

Conceptual Design

Concepts involving the use of permanent magnets have been examined in this

study. From literature on the subject and discussions with manufacturers of

permanent magnets, it was concluded that the only way that a permanent

magnet could be used in this application is by placing the magnet in a magnetic

circuit. To use a permanent magnet alone with no circuit, to produce a 2000

gauss magnetic field at the required distance from the magnet surface, would

require a very massive magnet and it did not appear to be a viable option. In

this concept, the magnetic circuit considered is shown in Figure 8. In this circuit

the magnet has a rectangular cross section and pole pieces of mild steel are

used to direct the flux to the working gap where the furnace module is placed.

The length of the gap must be sufficient to accommodate the overall length of

the furnace module. In this concept, a furnace module with an outside diameter

of 20 centimeters and an overall length of 50 centimeters is considered.

Even though permanent magnets seem physically simple, their operational

complexities are evident when the factors that affect the performance of

magnets are considered. There are few sources of practical, published

information to provide the necessary expertise in magnetics. Some of the

factors that affect the performance of permanent magnets are: the magnet

material, magnet size, magnet shape, the location of magnet in the circuit, level

of magnetization, location of the poles, magnetization before or after placement

in circuit, material of which poles are made, the shape of the pole pieces,

environmental conditions such as temperature, shock and demagnetizing fields,

the material of which the pert on which the magnet acts is made, and the size of

the part on which the magnet acts.

In this study different magnet materials were considered and calculations were

performed using Alnico V and a rare earth magnet NdFe24. From the study of
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magnetics, it is evident that the B/H ratio is the key to how a basic magnet will

perform in the circuit. The demagnetization�energy product curves for the

magnet materials considered in this concept are shown in Figures 9 and 10.

When using a permanent magnet consideration must be given to the flux that

never reaches the air gap. The cross-sectional area of the magnet must be

sufficiently sized to allow for flux losses. Flux lines will always follow the path of

least reluctance and some flux will "jump across" the length of the magnet. This

leakage flux must also be supplied by the magnet, and it requires an increase in

area by some leakage factor. In practice, these factors can be as little as 1.1 to

as much as 50. For this concept, the leakage factors were calculated and

accounted for in determining the magnet size. In magnet design, the leakage

fluxes can be reduced to two parts.

1. The flux near the air gap that does not pass directly across the gap

but runs parallel to it. This is called the fringing flux.

2. The flux that radiates between the legs or across the back of all

parts of the circuit. This is called the leakage flux.

The leakage factor can be based on permeance of the paths. The leakage

factor can be expressed as the ratio of the total permeance and the permeance

of the gap. A series of equations which are commonly used to estimate the

permeances for various space considerations were used to calculate the

permeances of the circuit in this concept.

In this study it was felt that the mass and volume of the circuit would be the

drivers of the feasibility of the use of a permanent magnet. This is due to the fact

that it must be shielded during all phases of the mission, including on-orbit

installation. For the magnetic circuit considered, the magnet length was varied

and the resulting circuit mass, circuit height, circuit width, magnet thickness and

total permeance were calculated. These variables were plotted versus magnet

length for both magnet materials considered for a flux of 2000 gausses in the air

gap. For Alnico V, Figure 11 is a plot of circuit mass versus magnet, Figure 12

is a plot of circuit length versus magnet length, Figure 13 is a plot of circuit width

versus magnet length, Figure 14 is a plot of magnet thickness versus magnet

length and Figure 15 is a plot of total permeance versus magnet length. Each of
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these plots include curves for various gap lengths. These same plots are

presented for NdFe24 in Figures 16 - 20. From Figure 11, the circuit mass has a

minimum value at a certain magnet length. This happens because the total

permeance is a function in part of the magnet area to length ratio. Thus the

minimum values for each gap length represent sort of an optimum value.

Comparing Figure 11 and Figure 16 shows that the NdFe24 magnet has its

optimum values at lower magnet lengths than the Alnico V. This is consistent

with the fact that NdFe24 has a greater maximum energy product that the Alnico

V, meaning it is generally a "stronger" magnetic material. NdFe24 is thus the

material of choice since we want to minimize mass and volume. To

accommodate a furnace module 50 centimeters in height, a gap length of at

least 50 centimeters is required. Figure 11 shows that for a 50 centimeter gap

length, the circuit has its minimum mass of approximately 4000 kilograms at a.

magnet length of 45 centimeters. Using Figure 12, for a magnet length of 45

centimeters, the circuit length is approximately 260 centimeters and from Figure

13 the circuit width is approximately 220 centimeters. The circuit width sets the

inside diameter of the shield to be used. From Figure 6 for a shield inside

diameter of 220 centimeters the shield thickness will be greater than 80

centimeters (by extrapolation) which will result in a shield mass of perhaps

10000 kilograms. Thus to use a permanent magnet, the gap size in the circuit

considered must be very small to become feasible from a mass and volume

standpoint.

Resource Requirements

The resource requirements for the concept utilizing a permanent magnet were

based on accommodating a furnace module with an outside diameter of 20

centimeters and an overall length of 50 centimeters. The requirements were

estimated for a system with an emitted magnetic flux of 1.0 gauss as well as for

0.3 gauss.

Mass and Volume Requirements

The overall mass of this concept will be in excess of 10000 kilograms. The

height of the system will be approximately 450 centimeters with a width of 400

centimeters.
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Power Requirements

There is no power requirement associated with this concept.

Thermal Requirements

There is no thermal requirement associated with this concept.

Data Requirements

The data requirements for this concept are well within the scope of the SSFF

capabilities.

Venting Requirements

No ve_ting requirement has been identified for this concept

Consumables

No consumables requirement has been identified for this concept.
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NORMAL ELECTROMAGNET SYSTEM CONCEPT

The recommended concept for the magnetic suppression system is based on

an electromagnet. This section describes the concept and presents the

requirements of such a system.

Conceptual Design

Concepts involving the use of a normal electromagnet have been examined in

this study. The most viable concept is shown schematically in Figure 21. The

concept consists of a solenoid type electromagnet with a clear bore to

accommodate the furnace module. The electromagnets are commonly

constructed of a copper wire coil wound around a cylindrical form made of a

non-magnetic metal. The winding are insulated with an epoxy or lacquer. The

height of the magnet coil in this concept is sufficient to cover the melting zones

of the furnace module under consideration. The magnetic field is set up by

passing a current through the copper conductor. This magnet can operate at

room temperature so a refrigeration system is not needed. Heat is generated by

the coil, however, which will require an active cooling system to prevent

overheating of the conductor. The electromagnet has a water jacket through

which cooling water is passed to maintain the magnet within its proper

temperature range. The magnetic field can be varied by adjusting the current

flow through the copper coil. In addition to the magnet coil and the cooling

subsystem, a power supply is also required which would be provided by the

SSFF Core. The electromagnet can be turned off to permit sample changeout

and on-orbit installation. Additionally, this permits magnetic shielding to be

assembled on-orbit and the magnetic suppression system is not limited to the

700 kilograms per rack.
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Resource Requirements

The resource requirements for the concept utilizing a solenoid type

electromagnet were based on accommodating a furnace module with an

outside diameter of 20 centimeters and a hot zone length of 20 centimeters. It

was assumed that the overall height of the furnace module was 60 centimeters.

The form used for the coil winding was constructed of aluminum and was

assumed to be 0.254 centimeter thick. The magnet wire used in the coil

winding was constructed of copper. The requirements were estimated for a

system with an emitted magnetic flux of 1.0 gauss as well as for 0.3 gauss.

Mass and Volume Requirements

For a given magnet coil diameter and coil height, it was found that for a desired

magnetic flux at the center of the solenoid the mass of the coil will vary inversely

with the power delivered to the coil. This is illustrated in Figure 22, which

provides a plot of magnet coil mass versus power input to the coil for a 2000

gauss magnetic flux at various coil inside diameters. As can be seen from

Figure 22, there is a trade off between the mass of the coil and the power

requirement. For a 20 centimeter diameter furnace module, and a power

requirement of 1000 watts, the mass of the coil is approximately 135 kilograms.

Figure 23 is a plot of the outer diameter of the magnetic coil versus the the

power input for various coil inside diameters. For a 1000 watt power input and

an inside diameter of 20 centimeters, the outside diameter of the coil is

approximately 44 centimeters. The outer diameter of the coil is governed by the

number of turns in the coil, the coil height and the diameter of the wire used in

the coil. Thus the overall outside diameter of the coil is 44 cm which means that

the inside diameter of the magnetic shield must be at least 44 cm. Using Figure

4 which is a plot of the emitted magnetic flux versus the required thickness of

the magnetic shield, for a shield with an inside diameter of 44 cm and

constructed of Alloy 1 , the required thickness for an emitted flux of 0.3 gauss is

approximately 14.1 centimeters. For an emitted flux of 1.0 gauss the required

shield thickness is approximately 13.6 centimeters. There is not much

difference between the two values since for both thicknesses the flux in the

shield material will be above the saturation value of 7500 gausses. This can be
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verified using Figure 7 which shows that for a shield with an inside diameter of

44 centimeters the minimum shield thickness to avoid saturation of the material

is approximately 15 centimeters. Using Figure 6, for a shield with an inside

diameter of 44 centimeters, and a thickness of 14.1 centimeters, the shield mass

is approximately 1350 kilograms. For a thickness of 13.6 centimeters, the shield

mass is approximately 1300 kilograms. Thus, the overall outside diameter of

the magnetic shield is approximately 72.2 centimeters for an emitted magnetic

flux of 0.3 gauss and 71.2 centimeters for an emitted flux of 1.0 gauss. Using

Figures 22 and 23, the power and mass requirements for an electromagnet to

accommodate other furnace module diameters can be determined as illustrated

for the 20 centimeter diameter furnace module.

Power Requirements

In this study it was assumed that 120 volts dc power will be supplied to the

electromagnet. Figure 22 shows that there is a tradeoff between the power

requirement for the electromagnet and the mass of the electromagnet. A power

requirement of 1000 watts was selected because it was felt this power level was

viable in view of the fact that the furnace module will also require a certain

amount of power which will depend on its design. Using Figure 22 however,

the mass requirement for this concept can be determined for other power levels

if desired.

Thermal Requirements

As mentioned above, the electromagnet will require active cooling. This is due

to the joule heating of the magnet wire. The rate of heat removal must be at the

same rate that it is produced to prevent the temperature from increasing.

Assuming a temperature difference of 25 °F between the inlet and exit

temperatures of the cooling water flowing in the water jacket surrounding the

electromagnet, to provide 1000 watts of cooling, approximately 62 kilograms

per hour of cooling water is required.

Data Requirements

There are no stringent data requirements envisioned for this concept except in

the area of ensuring that the magnetic flux emitted from the system does not
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exceed the specified limit of 0.3 gauss. If there are fluctuations in the current

delivered to the electromagnet, the magnetic flux produced will also fluctuate

and emissions could exceed the limiting value. For this reason the current,

must be monitored and provisions put in place to control the effects of current

surges which may impact the data requirements of this concept.

Venting Requirements

No venting requirement has been identified for this concept

Consumables

No consumables requirement has been identified for this "concept.
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CONCLUSIONS

Based on the resource requirements estimated, it appears that concepts

involving electromagnets show the most promise.

The superconducting magnet systems appear to be much to complex and

massive with technical risk associated with the handling and sating of the

cryogenic fluids. Space Station Freedom resources probably will not support

the venting, consumables and/or power. The payload volume of a rack is too

confining for the differences in temperature between a high temperature furnace

and a cryogenic magnet..

The mass and volume penalties of using a permanent magnet are very high.

Considering that the maximum rack load at launch is 700 kilograms and the

stringent requirement for shielding, there will very little volume for a furnace.

The permanent magnet must be shielded at all times and the entire apparatus

must be launched assembled. Estimates show that a furnace overall length

could not exceed 25 centimeters. The design of permanent magnet systems is

very specialized technologically.

With the electromagnet based systems, the field strength can be controlled, the

design technology is less specialized than that of permanent magnets, and the

cost will probably be lower than that of permanent magnets. The

electromagnets have potential limitations in that electrical failures of surges

could produce hazards, repairs and burnout occur due to aging, and they are

more sensitive to shocks and vibrations than permanent magnets. The use of

an electromagnet is recommended for this system. The electromagnet can be

launched without shielding since there is no magnetic flux when there is no

current flow. In this case, there would be on-orbit assembly which demand crew

time. If the electromagnet based system is launched fully assembled, estimates

show that the maximum furnace outside diameter which could be accomodated

would be 14.5 centimeters.

Table 2 shows a comparison of the driving resources for the permanent magnet

and electromagnet concepts.
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It is recommended that lower field strength magnets be considered for this type

of system. Due to the physical dependancies of the furnace on the magnet, it is

recommended that this system be incorporated into a unique furnace module.

This recommendation was accepted at the science Requirements Workshop on

May 21, 1990.

Table 2 - Summary Of Driving Resource Requirements For

Permanent Magnet and Electromagnet Concepts

Furnace Size - 20 cm OD X 50 cm length
Magnetic Field - 2000 Gauss

Permanent Magnet

Magnet Mass, kg >4000

Shield Mass, kg >10000

Total Mass, kg >14000

'Total Volume, (w X h), cm 300 x 300

Power, Watts 0

Thermal, Watts 0

Electromagnet
0.3 G Leakage

150

1350

15O0

72.3 x 88.3

1000

1000

1.0 G Leakage

150

1300

1450

71.2 x 87.2

1000

1000
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ABSTRACT

This trade study identifies the types of software that will need to be reprogrammed for SSFF

and its associated furnace modules, discusses several techniques for accomplishing the

reprogramming and compares several non-volatile storage technologies for utilization in the Space

Station Furnace Facility (SSFF) including: optically recordable disks such as a Write Once Read

Many (WORM) drive and Compact Disk Read Only Memory (CDROM), Removable Hard Drive,

EEPROM Cartridges, and magnetic tape. Each of the considered technologies have their own

benefits and constraints and this report seeks to find the optimum choice for use in the Space

Station Furnace Facility. Of the different technologies evaluated, it was decided that the EEPROM

Cartridge was the best choice. The EEPROM is a solid state technology which is a completely

stable storage media and, in addition to having low weight, size and power specifications, it has no

mechanical parts that could cause failure. The second choice was the Removable Hard Drive

(RHD). The RHD scored closely to the EEPROM Cartridge in most areas; however, it is not as

rugged as the EEPROM and it does have mechanical parts that could cause concern. A summary

of the other technologies and their ranking scores is shown in Tables 1 through 6 in Appendix A.

With the fast improvements being made in the capabilities of non-volatile storage media and the

associated hardware, the technologies identified in this report should be examined on a continuous

basis.

This document was submitted by Teledyne Brown Engineering in support of Contract No.

NAS 8-38077.
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ABBREVIATIONS AND ACRONYMS

BER

CCU

CDROM

CMCU

DCMU

DMS

EDAC

EEPROM

FAU

FCU

I/O

MSU

MTBF

NASA

RAM

RHD

ROM

SSF

SSFF

STS

TDRSS

WORM

ZOE

Bit Error Rate

Core Control Unit

Compact Disk Read Only Memory

Core Monitor and Control Unit

Distributed Core Monitor Unit

Data Management Subsystem

Error Detection and Correction

Electrically Erasable Programmable Read Only Memory

Furnace Actuator Unit

Furnace Control Unit

Input/Output

Mass Storage Unit

Mean Time Between Failures

National Aeronautics and Space Administration

Random Access Memory

Removable Hard Drive

Read-Only Memory

Space Station Freedom

Space Station Furnace Facility

Space Transportation System

Tracking and Data Relay Satellite System

Write Once, Read Many

Zone of Exclusion (Loss of Signal)
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EXECUTIVE SUMMARY

In order to facilitate a flexible approach to meeting requirements for multiple types of

furnaces and to minimize the impacts on crew and uplink time, reprogramming capabilities for the

experiment computers become necessary. This trade study was conducted to explore the various

ways in which experiment computer systems on-board Space Station Furnace Facility may be

reprogrammed. This report describes several methods for accomplishing the reprogramming and

documents a conducted survey of some of the different types of physically transportable, rugged,

programming technologies available such as: Compact Disk Read Only Memory (CDROM)

drives, optically rewriteable drives, Write Once Read Many (WORM) drives, EEPROM cartridges,

Removable Hard Drives (RHD), and magnetic tape drives. Characteristics that were surveyed

were compiled from the information contained in manufacturers' data sheets and reports currently

available from other studies.

This task involves several levels of reprogramming capability. At the present time, there

have been six levels identified, based on frequency of need to program. These levels are listed in

increasing frequency of reprogramming need and are as follows: 1) Bootstrap software, 2)

Operating software, 3) Core Application software, 4) Core Configuration software, 5) Experiment

Application software and 6) Sample profiles. Change authorization is required for each level by

one or more of the levels above it. Requiring change authorization assures that the correct software

is reprogrammed at the proper time and in the proper order.

Reprogramming the different levels of software will be accomplished by three methods: 1)

reprogramming on the ground, 2) reprogramming through uplinking capabilities and 3)

reprogramming by transferring "canned" programs from a non-volatile storage media (that can be

launched with the raclcs) to the SSFF Core Control Unit (CCU). The second and third methods

will be used for reprogramming SSFF software already installed into the SSFF racks on-orbit.

The first method will be used whenever a new integrated experiment rack is built, before it is

launched and installed into SSFF on-orbit.

The majority of this trade study deals with a survey of available technologies for the non-

volatile storage media. A criteria list was compiled based on: 1) an analysis of the data

management requirements of SSFF and its associated furnace modules and 2) the requirements

associated with reprogramming the software for SSFF and its associated furnace modules. Once

the evaluation criteria were determined, target (desired) values for the criteria were generated based

on given and derived requirements for functional capability, resources, maintainability,

qualification status and cost. Then, the criteria were weighted based on these target values. A

criteria matrix was built for each technology, and the data collected from specification sheets and

other studies was used to fill in the matrix. Each candidate was scored based on how closely it met J
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the target values and a total score was generated. The technology with the highest score was

recommended as the one most likely to satisfy the requirements of the reprogramming task.
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I. OBJECTIVE

The objective of this trade study is to determine the optimum implementation concept and

software storage technologies for the reprogramming of the experiment computers associated with

the Space Station Furnace Facility (SSFF). It consists of a description of the SSFF DMS

hardware, identification of SSFF software types and associated components, a discussion of

reprogramming methods, an evaluation of implementation concepts and a survey of the currently

available software storage technologies that are flight-qualified, or that can be easily qualified.

Included in this report are tables containing the calculated scores of each of the technologies

surveyed, as well as recommendations for the implementation concept and technologies that should

be utilized to provide the reprogramming capabilities necessary to meet SSFF requirements.

1-1
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2. SYSTEM DESCRIPTION

The Space Station Furnace Facility (SSFF) will be a payload for use on Space Station

Freedom (SSF) for the processing of metals in a microgravity environment. The microgravity

environment will be used to reduce the effects of convective flows around the hot/cold interface

during processing of the material. This processing will produce homogeneous crystallization of

materials and samples that can reveal knowledge of the materials that cannot be produced in a one

gravity environment.

The SSFF will be a three-rack facility for Space Station Freedom which will be utilized for

conducting experiments in the US-Lab Module A. The first rack (or Core Rack) will contain the

general utilities required by the furnaces for processing materials and includes the SSFF Data

Management Subsystem (DMS) computer services (such as SSF interface, data monitoring,

processing, storage, and transmission). The other two racks, Experiment Racks 1 and 2 (ER1 and

ER2), will contain the furnaces to be operated by the facility, and will be configured so that either

one or both furnaces can be operated. These racks will also contain the specialized

monitoring/control units and the majority of the Mission Peculiar Equipment (MPE) needed by the

furnaces.

In addition to the hardware provided by SSFF to support the operation of the furnace

modules within each experiment rack, SSFF software will be provided that will support flexible

configurations of the experiments. Central to this flexibility is the ability to reprogram the

experiment computers.

Many factors have contributed to the need for reprogramming capabilities for SSFF. With the

advent of the restructuring activities, Space Station Freedom resources were diminished along with

the allocations of these resources for the payloads. Impacts on crew time must be minimized and

the contraints associated with uplinking activities will be of major concern. The SSFF will need a

capacity for large amounts of experimental profiles and profile variations to support its

requirements for flexibility, autonomy and reliability; however, the capacity for storage on the

Payload Mass Storage Unit (MSU) has been steadily reduced as SSF development continues. All

these factors have helped to identify the need for integrating reprogramming capabilities into SSFF.

2.1 IDENTIFICATION OF SOFTWARE TYPES

SSFF will have six different types of software, each on a different level of

reprogramming frequency. These types are identified below in ascending order of reprogramming

frequency (i.e., Type #1 is the least often reprogrammed; Type #6 is the most often

reprogrammed), as follows:

2-1
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Type #1 Bootstrap Software - Not reprogrammable except by special dedicated electrical
interface to each unit (not writeable by local processor/controller). Frequency
of reprogramming - almost never, only if there is a significant change or
enhancement in the computer architecture, i.e. faster I/O ports, new ROM
technology, etc. Change authorization is accomplished by hard-wired enable
(i.e. connector pin(s)), requires crew.

Type #2 Operating Software - Communications SW, utility SW, etc. Frequency of
reprogramming - slightly more frequent than Type #1, becomes necessary with
system upgrades or changes to communication/utility protocols. Change
authorization enabled by Type #1 SW, no crew required.

Type #3 Core Application Software - Uses Type #2 to operate the SSFF. Frequency of
reprogramming - whenever core hardware is reconfigured or when a new
furnace module is installed. Change authorization enabled by Type #2 SW, no
crew required.

Type #4 Core Configuration Software - Core data (probably data tables) that is revised
for each new configuration of furnace modules that requires additional hardware
such as sensors and effectors. Frequency of reprogramming - whenever core
hardware is reconfigured or when a new furnace module is installed. Change
authorization enabled by Type #2 SW, no crew required.

Type #5 Experiment Application Software - Software and data associated with the

operation of the furnaces. Frequency of reprogramming - whenever a new
furnace module is installed. Change authorization enabled by Type #3 and #4
SW, no crew required.

Type #6 Sample profiles - Operational parameters for each processing run of the sample.
Frequency of reprogramming - every time new sample is run. Change
authorization enabled by Type #5 SW.

These six types of software will be distributed among the SSFF DMS processors. Figure 2-1

illustrates the DMS hardware concept configuration which contains the processors in which the

software will reside. Software types 1 through 4 are SSFF provided software and will be

distributed among the core rack and experiment rack processors, i. e. the Core Control Unit

(CCU), the Core Monitor and Control Unit (CMCU), the Furnace Control Unit (FCU), the

Distributed Core Monitor Unit (DCMU) and possibly the Furnace Actuator Unit (FAU). These

four types have been partitioned into a modular set of SSFF software components as illustrated in

Figure 2-2. Types 5 and 6 will be built by the furnace developers and will reside in the SSFF

provided processors in the experiment racks, i. e. the FCU and possibly the FAU.

2.2 REPROGRAMMING METHODS

The reprogramming task will encompass three methods: 1) reprogramming on the ground,

2) reprogramming through uplinking capabilities and 3) reprogramming by transferring pre-defined

programs from a non-volatile storage media (that can withstand being launched with the racks)
J
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to the SSFF CCU.

Once SSFF racks have been launched, installed into the SSF and activated for processing

samples, contingencies will most likely occur. These contingencies can be handled from the

ground by the users through the second method, reprogramming through the uplinking

capabilities. Such contingencies should be a non-frequent occurrence since thorough testing of the

software and hardware will be performed on the ground before installation into the SSF. This will

keep uplinking requirements minimal. Figure 2-3 illustrates the basic uplinking path for payloads

on SSF.

The first method, reprogramming on the ground, will be required whenever a new

experiment rack is built and loaded with new furnace module(s). Software compatible with new

hardware and new experiments can be installed into the FCU and the integrated configuration can

be tested on the ground before being launched as a unit.

The third method of reprogramming and the focus of this trade study is on-board

reprogramming. Figure 2-4 is a high level diagram of the on-board reprogramming flow. This

type of reprogramming will be required: 1) whenever new furnace modules are installed into the

SSFF racks already resident on the SSF, 2) whenever the users want to run new experiments in

the same furnace module and 3) whenever new samples are run using the same experiment

parameters and the same furnace modules. The reconfiguration software and data will be contained

in a catalog of programs residing in non-volatile storage media on board. The user will be able to

select new configurations, experiments or operational parameters simply by uplinking a selection

from this catalog. This scenario will require much less time and effort than sending up entire

programs through the uphnking path.
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3. STUDY METHODOLOGY

The first step of this trade study was to perform an analysis of the DMS requirements for the

SSFF and its associated furnace modules together with establishing the scope and methods

required to accomplish the reprogramming task and support the science requirements. Next,

candidate technologies most likely to meet the specifications for use aboard SSFF were identified.

A criteria list for the candidate technologies was compiled based on the given and derived

requirements mentioned above. The list includes five major categories of criteria: functional

capability, resource requirements, maintainability, qualification status and cost. These categories

were broken down further into individual criteria. Once the evaluation criteria were laid out, target

values were assigned based on the requirements analysis. The major categories were assigned a

percentage weight based on relevant importance. As a starting point, the total percentage was

divided by the number of individual criteria in the category and that value became the maximum

weight for the individual criteria. After that step was completed, the more important criteria such

as weight and size were weighted heavier and less important criteria such as operating temperature

were weighted lighter. Each candidate was scored on how closely it met the target values and a

total score was generated. The technology with the highest score was recommended as the one

most likely to satisfy the requirements of the reprogramming task for SSFF.

Vendors were contacted and surveyed and data sheets from the vendors and other studies

were collected in order to obtain information for determining the criteria and evaluating each

technology. A criteria evaluation table was built for accummulating the collected data and

generating scores. The quantitative results of the surveyed data, weight ranges, actual weights and

total scores for each technology considered are presented in Tables I-VI in Appendix A.
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4. REQUIREMENTS DEFINITION

The SSFF SOW paragraph 5.5.9, WBS 2.1.2, calls for an optimum means of

reprogramming experiment computers to process sets of samples. It states, "Find the best method

for most reliable, fault tolerant transferral of data requiring a minimum of crew interaction and

training. Encompass microgravity operations, EMI and radiation problems relevant to space

operation. Use flexible methods allowing easy updating and modification to accommodate

experiment condition.

Generate a draft report of the findings.

Deliverable products:

I) Report detailing the results of the reprogramming study with a comparison of approaches and a

recommended approach."
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5. GROUND RULES AND ASSUMPTIONS

1.

2.

o

.

.

6.

The technology chosen must be functional and safety compliant in an SSFF environment.

The technology chosen must have a large capacity in order to support growth, as well as
accommodate a large variety of experimental profiles, in a small volume.

The technology chosen must be reliable (high Mean Time Between Failures (MTBF)), with a
minimum of mechanical parts, and/or contact with the storage media, in order to keep wear to
a minimum.

The technology must be modular to facilitate upgrading in the design, growth, and Orbital
Replacement Unit (ORU) change-out.

Installation/deinstallation must take a minimum of crew time and training.

Storage capabilities of technologies did not consider data compression.
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6. CONCEPTS/OPTIONS DESCRIPTIONS

The implementation concepts and technologies considered for accomplishing the

reprogramming task are described in this section.

6.1 IMPLEMENTATION CONCEPTS CONSIDERED

The following concepts were considered for implementing the reprogramming of the SSFF

computers.

6.1.1 Instruction Set

Each sample processed.would have an EEPROM instruction set that could be read by the

SSFF computer.

6.1.2 Unlinkin_ Programs

The SSFF computers would be reprogrammed by uplinked commands and data from the

ground.

6.1.3 Payload Mass Storage Unit

SSFF software and data required to reprogram the SSFF computers would be stored on the

Payload MSU and retrieved when necessary. This unit is part of Space Station Freedom Data

Management System and limited space will be available for use by all SSF payloads.

6.1.4 Centralized Local Storage Unit

SSFF programs and data required to reprogram the SSFF computers would be stored on one

of the following non-volatile forms of media: a disk drive with removable media, a removable disk

drive, a solid state memory cartridge or a tape drive. The programs and data would then be down-

loaded to the SSFF Data Management System when necessary.

6.2 TECHNOLOGIES UNDER REVIEW

The following non-volatile media technologies were considered for storing the SSFF

software and data required to reprogram the SSFF computers.

6.2.1

There are several types of drive technologies available; however, some technologies lend

themselves better to a micro-gravity environment than others. Floppy drives, for instance, were

found to be difficult to implement in microgravity. Their light weight and non-rigid construction

requires earth gravity in order to keep the media in contact with the read/write head. Therefore,

floppy drives were not considered for this study. The magnetic and optical drives that were

6-1
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considered are discussed below.

6.2.1.1 CDROM (Comnaet Disk Read Only Memory encased in a eartridg{_).This media

has Error Detection and Correction (EDAC) capabilities, active servo tracking, immunity to damage

and radiation, minimum of moving parts, minimum of contact with media, large storage capacities

and is a state-of-the-art technology. It is a fixed media meaning it cannot be written to once it has

been loaded with data.

6.2.1.2 WORM(Write Once Read Mostly_ Drive - This media has EDAC capabilities,

active servo tracking, immunity to damage and radiation, minimum of moving parts, minimum of

contact with media, large storage capacities and is state-of-the-art technology. WORM media is

semi-fixed meaning it can be written to only once after it has been loaded with data.

6.2.1.3 Ontieal Disk Storage- The optical disk is the same type of technology as the

CDROM and the WORM technology with slight differences in the media composition and the

read/write/erase head. This media is categorized as semi-fixed; however, it can be written to more

than once under certain conditions. As with the WORM drive, the optical drives have a minimum

of moving parts.

6.2.1.4 Removable Hard Drivf Ruggedized, removable hard drives are available with the

ability to write-protect portions of or the entire drive. They have EDAC capabilities, adequate

storage capacity and full write capability. These drives are mechanical.

6.2.2 EEPROM (Electrically Erasable Programmable Read Only MemQry ) Cartridge

This technology is a solid state memory with no moving parts, EDAC capable, very rugged,

but has a lower storage capacity than some of the magnetic and optical media. This technology has

already flown on Space Lab.

6.2.3

Tape Drives are readily available with high capacity, low Bit Error Rates (BER) and high

reliability. Tape technology has been around for many years with both longitudinal and helical

technologies available. This technology incorporates EDAC capabilities and has flown aboard a

wide variety of spacecraft (including Spacelab and the Space Transportation System (STS)

Shuttle).
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• EVALUATION CRITERIA AND WEIGHTING

7.1 D._

The candidate technologies for the reprogramming of experiment computers were evaluated

on the following criteria which were grouped into five categories.

7.1.1 Functional Canabilitv

7.1.1.1 Storage canaeity of the media - The value of this criteria was based on how

much data could be stored in a single unit, i.e. one CDROM, one WORM, one EEPROM

cartridge, etc. compared to what was required for the reprogramming software.

7.1.1.2 Data transfer rate - The value of this criteria was based on a comparison of the

number of megabytes per second that could be output by the device and the target value.

7.1.1.3 _ - The maximum weight for this criteria was allowed if the data on

the device could be accessed randomly, which would be the fastest and most efficient method; zero

was given if the data had to be accessed sequentially, such as in tape drives.

7.1.1.4 Sunoort Circuitry Reouired - The maximum weight for this criteria was allowed

if the device could connect to the SSFF DMS using a standard interface i.e., 1553B bus, SCSI

bus, RS-422. If it required a specially designed interface, weights were based on the complexity of

that interface.

7.1.1.5 Ease of nro_rammine media - This criteria was rated 1 or 0 where a 1 was given

if the device could be programmed by the user in-house (like EEPROM cartridges) or a zero was

given if it would be necessary to ship the device to a special production facility for programming

(such as the CDROM which must be mass produced).

7.1.1.6 Write Canabilitv (or Modifiability] - This criteria was weighted based on

whether or not the information on the device could be written over, or modified, once it was

programmed with software and data.

7.1.1.7 EDAC (Error Detection And Correction_ canabilities -This criteria was

weighted based on whether or not the device or media had this capability. It was considered to

have this capability if either EDAC would be part of the procured package or could be a software

enhancement developed by the user.

7.1.1.9 BER (Bit Error RateJ - This criteria was weighted based on a comparison of the

number of media errors that could be expected from this type of device and the target value. This

criteria applies primarily to tape drives where the possibility of burst errors exist (a burst error

occurs when a section of the tape is damaged from dirt or demagnetism); however, data for this

criteria was available for the other technologies, so it was included in the list.

7-1



320RPT0010

7.1.2 Resource Reauirements

7.1.2.1 Power consumntion (Watts_ - This criteria was rated based on a comparison of

the power consumption for this device and the target value. For instance, if a technology could

consume 35 watts of power and the target value was 10 watts, 35 is 3.5 times larger than 10, so

the maximum weight for this criteria was multiplied by approximately 0.3. The resulting number

was placed in the criteria evaluation table.

7.1.2.2 Weipht fkg/lbs_ - The weight for this criteria was determined by calculating a

ratio of actual weight to target weight. This ratio was multiplied by the maximum weight value and

the resulting number was placed in the criteria evaluation table.

7.1.2.3 Size (cubic centimeters) - The weight for this criteria was determined using the

same method as the one for weight.

7.1.2.4 Operating temperature,- The weight for this criteria was determined by

calculating a ratio of the actual temperature range to the target temperature range. For instance, the

CDROM could operate from 10 degrees to 40 degrees centigrade. This is a temperature range of

30 degrees. The target range is 150 degrees (-50 to 100 degrees centrigrade). The ratio is 1 to 5,

so the maximum weight value was multiplied by 0.2 and the resulting number was placed in the

table.

7.1.2.5 Crew Time for initial installation - The weight for this criteria was based on

an estimation by the researchers of how long it would take for the crew to install the device and/or

the media the f'trst time after launch, either less than or longer than 5 minutes.

7.1.3

7.1.3.1 Durability / MTBF - The weight for this criteria was calculated using a ratio of

the actual Mean Time Between Failures (MTBF) and the target MTBF. This ratio was multiplied

by the maximum weight value and the result recorded in the table.

7.1.3.2 Vibration. Non-ooeratinP - This criteria was the level of vibration the device

could withstand without sustaining damage. A ratio of actual and target values was used to

calculate the actual weight.

7.1.3.3 Shock, Non-ooerating - This criteria was the level of shock the device could

withstand without sustaining damage. Again, a ratio was used to calculate the actual weight.

7.1.3.4 _. This criteria considered the size of the device, the ease of

installation such as wiring up the drive versus slipping a cartridge into a slot and ruggedability.

Transportability was rated with a scale of 1 to 10 with 1 being most difficult to transport and 10

being easiest. Determinations of where the technology fell within this scale was based on the

researchers experience and knowledge together with data sheet information.
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7.1.4 Oualification Status

7.1.4.1 Ease of qualification - This criteria weight was based on a scale of 1 to 10 with 1

being the most difficult to qualify and 10 being the easiest. Determination of where the technology

fell within this scale was subjective based on the experience of the researchers.

7.1.4.2 _9aee or Military o_ualification This criteria was weighted on whether the

device was space or military qualified or neither. Space qualification was allowed the full weight

value, military was allowed 50% and neither was given zero.

7.1.5 Cost - This criteria included the cost of the hardware, the media and the production.

Cost of qualification was not included in the values for this criteria but was estimated to be

approximately $50 K for every technology.

7.2 ]_F.,LGJt.T.IJh_

Methodologies for weighting trade study criteria are abundant and can vary with each set of

researchers. Likewise, the weighting methodology employed in this study was subjective and

based on the experience of the researching team. The methodology engineered for this report is

described in the following paragraph.

First, each of the five categories of criteria were assigned a percentage number based on

degree of importance; all the percentages together equaled 100%. For instance, the category

Functional Capability was assigned 30%. As a starting point, the percentage numbers were

divided by the number of individual criteria in each category to arrive at an initial maximum value

for the weight range. After that was completed, specific criteria that were considered to be more

important (in relation to the operating environment of the SSFF) such as weight and size were

increased by an amount sufficient to reflect this importance. The minimum value for the range was

always zero. If data for a certain criteria was not available or not applicable, then the number of

individual criteria was decreased and this new number was divided into the total percentage

resulting in new maximum weight values. In the case of Functional Capability for the CDROM,

the weight range is 0 to 3.75 for each of the criteria (30 divided by 8 criteria for that category);

however, the Removable Hard Drive does not have BER, so its weight range is 0 to 4.29 (30

divided by 7 criteria). To derive the actual weights for each of the criteria, the criteria was

evaluated as described in Section 7.1. Once the actual weights were derived for every criteria, they

were added up in order to generate the total score.

The criteria, its associated data, weights and scores for each technology are contained in

Tables I - VI in Appendix A.
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8. CONCEPTS/OPTIONS EVALUATION

8.1 IMPLEMENTATION CONCEPTS EVALUATED

8.1.1 _t_,£.11£.[_,__.._

Physical implementation of this method would be difficult with each sample reading a

corresponding EEPROM after being inserted into the furnace module assembly. This would be

unreliable and there would be no centralized location for storage, retrieval and/or modification of

these programs and data. The data flow would reflect poor engineering with data being transferred

out of the furnace module to the FCU of the SSFF DMS. Electrical implementation would be

difficult because of the necessity of having additional communication lines to and from the furnace

module assembly. In addition, the SSFF, as a whole, would lose flexibility and modularity since

it would not have the ability to upgrade or expand the systems and cabling that would be involved.

Environmental susceptibility and corruption of the data would also be a major concern since

verification and configuration control would be extremely difficult, if not impossible.

8.1.2 IJplinking Proarams

Uplinking of programs to the Space Station Furnace Facility via TDRSS and the Space

Station Freedom DMS system was reviewed as a possibility for reprogramming (See Figure 2-3.)

This method would rely heavily on ground, TDRSS, and Space Station Freedom resources. Even

though the SSFF would be capable of utilizing this method for uploading of programs, one of the

problems associated with this method would be the SSF allocation for uplinking of payload data.

The present maximum uplink allocation for all the payloads is 9 kilobits per second. This

allocation would be available only when the SSF would not require it; usage would be on a first-

come, first-serve basis; and uplinking would not be continuous because of Zone Of Exclusion

(ZOE). SSF requirements for verification of command uplinks in the form of retransmission and

security verification could quickly create bottlenecks for transmissions. The possibility of

bottlenecks was one of the major drivers in identifying a need for reprogramming capabilities.

Another major disadvantage would be the lack of non-volatile backup storage of the SSFF

software. Backups could be essential if the CCU experienced a severe malfunction. Although

transmission of complete programs, data sets, and scenarios could not be ruled out completely, this

method would be most effective if reserved to handle contingencies and simple commands.

8.1.3 Payload Mass Storage Unit (MSU}

Using the Payload MSU was considered; however, like uplinking, it would suffer from the

problems of a common resource; a number of payloads would be competing for the resources of

the MSU, as well as the associated SSF services. Additionally, as SSF development has

progressed, more of the payload MSU has been allocated for storage of the SSF DMS software

a
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and misson operations data. There would be a possibility that by launch time of the SSFF, the

MSU could be fully allocated by other users. On-orbit configuration control and qualification of

stored data would be a problem because of the many users of the MSU and a corresponding slow

access time. Access to the payload MSU must be done through the SSF DMS Services which

could enhance any bottleneck problems. Because of all the problems that could be associated with

the MSU, it was not considered a reliable candidate for reprogramming.

8.1.5 Centralized Local Storage Unit

This concept would be simple to implement and it would support the modular and flexible

theme of the SSFF. The local storage unit would be independent of the Payload MSU and SSF

DMS resources and would provide a centralized location for storage, retrieval and/or modification

of the SSFF software and data. A major advantage would be the automatic provision of non-

volatile backup storage. Another major advantage would be the capability of efficient on-orbit

configuration control, verification and installation of new SSFF software and data. Future growth

or incorporation of the latest technology would be easily implemented. Utilizing this concept,

reprogramming could be as fast and reliable as RAM operations. This concept has been considered

the prime candidate for reprogramming.

a

8.2 TECHNOLOGIES EVALUATED

8.2.1 l_

The major advantages of magnetic disk drives are high density, random access ability and

radiation tolerance.The major disadvantages of magnetic drives are physical contact with the media

and a greater predispostion to wear and tear than optical drives because of their mechanical parts.

They also generate vibrations which could affect other parts of the SSF. Safeguarding the data

from being over-written could be a problem, since hard drive write protection (on a sector by

sector basis) is primarily software and firmware driven.

Optical drives are superior to magnetic disk drives in terms of density and lack of physical

contact with the media. However, they also rely on mechanical components for the reading and

tracking of the media. Although this technology is relatively new, there is a large amount of

commericially available hardware. Of the three media utilized with an optical drive, the CDROM

has the lowest power consumption since it does not have write capabilities. WORM has the next

highest requirement for power (since it has write-once capabilities) and the rewriteable optical disks

have the highest. Optical media can be prohibitively expensive with the rewriteable optical disks

being the most expensive. Space-qualified units for the rewriteable disks are under development,

but will not be available until 1997 at the earliest. These technologies will have tremendous

potential for future space use and should be monitored periodically as improvements develop.
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8.2.2 EEPROM Cartridg_

EEPROM Cartridge technology has been successfully flown on several Space Lab missions

and is currently being used by NASA Lewis on several programs; therefore, even though it has not

been space-qualified, efforts have evidently been successful in obtaining waivers for that

requirement. It excels in density, power, weight, access time, access method (random),

writeability and ruggedness. It has no moving parts or any contact with the media. Even though

storage capacities are only 40 Megabytes to 100 Megabytes, efforts are underway to improve the

capacities. Weight and size of the cartridges are so small, that two could be installed to meet

storage requirements, if necessary. Downloading software and data from the EEPROM cartridge

would be as fast and reliable as RAM operations. As illustrated by the total score on the criteria

evaluation form for this technology, the EEPROM cartridge has the best "fit" for on-orbit

reprogramming of SSFF.

8.2.3

Although tape drives are a proven technology and have a high density, the access method is

sequential which makes the data transfer rate slower than most of the other technologies. Also the

BER is slightly higher. This technology is better suited for massive data logging and retrieving

rather than storage _f individual programs where efficient location of files is required.

"V
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9. RESULTS AND RECOMMENDATIONS

The results and recommendations for the reprogramming study are outlined below.

1. After careful consideration of the selected concepts and technologies, the results indicate

that use of the EEPROM cartridge as the non-volatile storage media would most closely fit the

criteria and meet the storage requirements for the reprogramming task. The criteria evaluation for

the EEPROM cartridge substantiates the recommendation of this trade study (See Table 5,

Appendix A). As explained before, the EEPROM Cartridge technology has been successfully

flown on several Space Lab missions and is currently being used by NASA Lewis on several

programs. It excells in meeting most of the necessary criteria, contains no mechanical parts to

wear down or break and has a write capability that will meet the SSFF reprogramming needs.

2. For reprogramming the SSFF on-orbit, it is recommended that an EEPROM cartridge be

loaded with the necessary software and data and shipped to the SSF with each SSFF

configuration. Minimal crew time would be required to install the cartridge into SSFF; it would be

done much the same way as a floppy disk is inserted into a personal computer.

3. Unanticipated contingencies would be handled through uplink processes. With proper on

ground verification and testing, these types of events should be extremely minimal.
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1.0 SCOPE

The scope of work for this study is to develop realistic venting requirements
for the Space Station Furnace Facility (SSFF), based on data obtained from
current and plann, ed furnace experiments and on space station service
capabilities. The results of this study may be used as input to interface control
documents defining functional interfaces between the core SSFF, the station
services, and the experiment modules.

This study obtained data, by research and by taking physical samples from
Advanced Automated Directional Solidification Furnace (AADSF) and Crystal
Growth Furnace (CGF) microgravity experiment furnaces, to determine what
vent rates and effluent components might be vented from candidate
experiments to be flown with the SSFF on Space Station Freedom (SSF)

T-
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2.0 EXECUTIVESUMMARY

In this study analyseswere performed on constituentsof gases vented from
the AADSF and CGF furnace experimentsduring ground testing. Researchwas
performed on possible contaminantmaterials and quantities which could
reasonablybe expectedto be producedduring on-orbit operationsof the SSFF.
The results were used to develop recommendationsfor the interface
requirements between the furnace facility and both the furnace experiments
and the station services.

In general, vent products exhausted from materials processing experiments
during normal operations are expected to be benign, and to be produced at a
relatively low volumetric rate. Very few gas samples taken from experiments
during ground testing exceeded any Spacelab Maximum Allowable
Concentration (SMAC) values for the cabin atmosphere. All exceedances
observed were limited to hydrocarbons believed to be from cleaning solvents
which were used on the experiment hardware.

The major issue in the design of the SSFF venting system is the handling of
off-nominal vent products resulting from sample containment failure, coolant
leak, or other failure conditions within the experiment payloads. In the event
of a sample containment failure, contaminant levels may exceed SMAC levels
significantly, and potentially hazardous materials could be released into the
SSF vent system.

The findings of this study support our recommendation that the SSF adopt an
approach that will permit venting of furnace effluents. First, the interface
between the furnace facility and the Space Station Freedom (SSF) vacuum
service connection should be specified to permit routine venting of
experiment fill gasses whose contaminant level's generally fall within SMAC
levels for the cabin atmosphere. Second, the SSF should make allowances to
permit single-event venting of furnace atmospheres which have been
contaminated to saturation vapor pressure levels with investigator sample
materials. The Space Station Freedom vacuum service user interface should
tolerate these single-event exceedances at least once each service period
during the man-tended phase. Any contaminants evolved during experiment
operations could be vented overboard during manned operations for sample
change-out.

No basic incompatibility exists between the SSFF venting requirements for
nominal operations and the expected allowable venting limits for SSF payload
elements. This study compared the venting requirements derived from the
furnace experiments found to be likely SSFF payloads to the limitations likely
to be imposed on the SSFF by the SSF, vent utility system. In general, no
violations of strict SSF compatibility guidelines are expected during any
nominal SSFF operations. Single-event exceptions to vent system restrictions
may occur during anomalous operations.

2-1
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Venting of furnace effluents is also recommendedto simplify the furnace
facility venting system and to permit a return to service of furnaces which
might have been contaminatedby sample containment failures. This
approachavoids the mechanicalcomplexity, cost, and weight of vent gas
compressionand containmentdevices, and the failure detection systems
necessaryto determine the quantity and constituents of any vent gas mixture.
At the same time, the necessity for returning otherwise functional furnaces
to earth for decontaminationwill be eliminated, improving science return
while reducing life cycle cost.

2-2
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3.0 VENTING ANALYSIS TASKS

The object of the study is to identify the materials that are evolved during the
operation of the Crystal Growth Furnace (CGF) and Advanced Automated
Directional Solidification Furnace (AADSF) to analyze those materials which
could contaminate the furnace gas atmosphere. From the results of these
analyses, suggestions and guidelines are provided for the proper selection of
materials and equipment to be used in the design of the furnace venting
facilities and handling of furnace gas effluents in the Space Station Freedom
(SSF).

Waste gas products and sources were analyzed to determine the constituents
and quantities of possible contaminants which would enter the SSFF vent
system and thence the Space Station Freedom vacuum service system. These
analyses focused on the Advanced Automated Directional Solidification
Furnace (AADSF) and the Crystal Growth Furnace (CGF), both are materials
processing experiments and typical of SSF materials processing experiments.
Additional study was performed to determine normal processing experience in
ground-based (commercial) crystal growth facilities.

The crystal growth experiments involve the growing of semiconductor or
electronic material crystals using vapor crystal growth and directional
solidification in the CGF Furnace and the AADSF with research grade or high

purity argon gas atmosphere.

Preparatory to the CGF furnace test runs the Experimental Apparatus
Container (EAC) is evacuated or vented to 0.5 psia for 20 minutes and then it is
backfilled with argon gas to 10 psia. This cycle is repeated, except the argon
gas backfill pressure is kept at 13.5 psia before the EAC cover is opened. The
Sample Ampoule Cartridge Assembly (SACA) with the crystal growth sample
material is then placed inside the furnace. The EAC cover is closed and sealed,
then leak tests are performed and the foregoing venting and backfilling
cycles are repeated, except the final argon gas atmosphere backfill pressure is
kept at 10 psia, which is a negative gage pressure. (Unlike the CGF, the AADSF
furnace is operated at 18/19 psia.) The. furnace heaters are then turned on and
the crystal growth experiment process furnace time-temperature
profile/cycle (or time line) is started. It was during this processing regime
that gas samples were taken to determine the makeup of vent gas during
nominal operations.

3.1 Analysis of Possible Waste Gas Products

The first task in the venting requirement analysis study was to determine the
types of experiments likely to be supported by the SSFF. The CGF and AADSF
material processing furnaces are typical of the experiments to be operated
with the SSFF. These experiment systems, developed by Teledyne Brown
Engineering under Marshall Space Flight Center contracts, were in ground
control experiment laboratory (GCEL) testing during the performance of this
study. As such, they were chosen as valid specimens for deriving SSFF
experiment interface requirements for vent systems.
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Samplesof the inert gas (argon) atmosphereinside the furnace container and
of particulates filtered from the vent gas stream were analyzed to determine
the types and levels of contaminantsproduced during extendedground testing.
Figure 3-1 illustrates the test sampleconfiguration. With each set of gas
samplesdrawn from an operating furnace, a reference sample was taken from
the pressurantsource used to fill the experiment apparatus.This permitted
differential analysis of the contaminantswhich were added to the container
atmosphereduring processing.Several samples were taken at different
temperatureset-points for both AADSF and CGF furnaces. Samplescollected
were sent to independentlaboratories for physical and chemical analysis.

The Gas ChromatographyMass Spectroscopymethod was used to analyzegas
samples for oxygen content and inorganic and organic gas contamination.
Energy Dispersive X-ray analysis was used to identify the particulatescollected
on filter paper. Thesechemical analysis results were later evaluatedby
material engineersto determine the levels and the sources of identified
contaminants.

The following sections describe the intent and method applied to analysis of
gas samples from the CGF and AADSF furnaces. A summary of the chemical
analysis results for samples taken during the CGF Principal Investigator (PI)
test runs is included in Appendix C.

3.1.1 CGF Samples Analysis

Argon gas and filtrate samples were taken from a number of tests runs
performed with the CGF flight and ground units. Table 3-1 lists some of the CGF
test run conditions. A chemical analysis summary which lists the conditions
under which the samples were taken can be found in Appendix C of this
report. _,

OO

|1

Vacuum

AJrgon Gas
s.p_y

MEPF-CGF

lnd_r Pmsure

Figure 3-1 Test Sampling Equipment Configuration
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Test

Description
MSFC Science

Run #2

GTE Thermal
Probe Run #1

RPI-7 Science
Run #3

MSFC Science
Run #3

Grumman Science
Run #3

RPI-8 Science
Run #4

GTE Science
Run #1

SACA

Configuration
Hg Zn Te*
Sample
Inconel

Cartridge

No Sample
Dummy Alumina

Hg CdTe* Sample
Inconel

Cartridge

Hg Zn Te*
Sample
Inconel

Cartridge

Cd Te Sample*
TZM Cartridge**

Hg CdTe* Sample
lnconel

Cartridge

Ga Sa Sample*
TZM Cartridge

RFM Temp.
(°c)

HZ - 802
CZ - 375

HZ- 1260
CZ- 1230

HZ - 625
CZ - 455

I-IZ - 780
CZ - 350

HZ- 1175
CZ- 980

HZ - 625
CZ - 455

HZ- 1260
CZ- 1230

Test Duration

(Hr)
I61:00

25:00

19:00

160:00

98:00

18:45

26:00

Samples
Taken

2 Argon Gases
3 Filter Paper

3 Argon Gases
1 Filter Paper

3 Argon Gases
1 Filter Paper

3 Argon Gases
1 Filter Paper

3 Argon Gases
1 Filter

2 Argon Gases
I Filter Paper

2 Argon Gases
1 Filter Paper

*Mercury Cadmium Telluride (HgCdTe) with mercury iodide as transport agent;

Gallium-Selenium doped Arsenide (GaAs); Cadmium-Zinc doped Telluride

(CdTe); Mercury Zinc Telluride (HgZnTe

** Molybdenum TZM alloy

Table 3-1 CGF Test Conditions
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3.1.2 AADSF SamplesAnalysis

Gas sampleswere also collected from the AADSF furnaceand analyzed.

3.2 Results of Chemical Analyses

3.2.1 CGF Samples

The results of the gas sample chemical analysis for the CGF furnace showed
negligible amounts of oxygen. No inorganic gaseous contaminants were

detected in the samples. All gaseous organic analyses showed various organic
compounds detected were below the Maximum Allowable Concentration (MAC)
limit requirements, (NHB 8060.1B), except for two anomalous results found for
total hydrocarbon levels in samples taken during the RPI-7 and the GTE-1 test
runs.

Three argon gas samples were taken during the RPI-7 test run. The first

sample taken indicated a relatively high concentration of hydrocarbons (18.4
ppm). The other two samples indicated concentrations of less then 5.0 ppm.
Contamination was suspected due to the variance between subsequent sample
results. To test the sample contamination theory, additional samples were
taken during an identical test run, RPI-8. The maximum hydrocarbon
concentrations found in samples from this test run was 1.3 ppm, supporting
the sample contamination hypothesis.

One additional set of samples appeared to suffer from handling errors. The
chemical analysis results for the gas sample taken during GTE-1 test run

appeared to be contaminated with room air, due to errors in sample handling.
(See TMC Chemical Analysis Report #21096.) The EAC negative gage pressure
used during CGF experiments was believed to be the major contributor to the
sampling errors noted. Errors in sample handling would likely lead to
contamination with ambient air.

Table 3-2 summarizes the chemical composition of the contaminants in the
argon gas samples taken during the-testing of the CGF furnace.

V
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CGF
TEST

RUNS

MAC 1

MSFC

Argon
Ref.

RPI-7

Grum -

man 7

Argon
Ref.

RPI-8

Argon
Ref.
GIE

Bakeout

AADSF
TEST

RUNS

Argon
Ref

Verifi-
cation
Profile

OXYGEN GASEOUS ORGANIC CONSTITUENTS

CONTENT
Methane

%

< 0.01

< 0.01

.02/.06

(CH4)

ppm

2700

0.8/< 5.0

<5.0

1.75/2.9

Carbon
Monoxide

(CO)

ppm

25

< 5.0

< 5.0

<5

Carbon
Dioxide

(CO2)

ppm

10,000

14.5/20.0

54.3

123/125

Total

Hydro-
carbon

(HC)

ppm

7.5

< 5/18.4

Total
Halo-

genated
Hydro-
carbon
(HHC)

ppm

0.56/1.0

0.91

• < 1/2.0

< 0.01

< 0.01

< 0.01

1.9

0.13

< 5.0

2.1

< 5.0

<5.0

5.1

< 5.0

< 5.0

<5.0

<5.0

<5.0

2.9 < 5.0

8.4

2.3

8.4

4.1

5.2

101.0

1.35

1.2

1.3

0.7

6.6

11.7

< 1.0

< 1.0

0.10

0.2

1.5

1.4

FTIR**
Scan

ND +
Used as

ref.
032

Freon 12
Freon 13

Freon
113

Trace CO2

Used as
ref.

Trace
Tri-

chloro-

ethylene

<0.01%

< 0.01%

< 0.01%

< 5.0

15.9

24

<5.0

111

735

< 1.51

50.4

382

6.85

57.6

58.0

< 1.00

3.99

.0O7

Ref

Trace
Tri-

chloro-

ethylene
ND +Thermal

Cycle
No. 9

1 Maximum Allowable Concentration

** Fourier Transform Infra-Red

+ None Detected

Table 3-2 Gas Samples Analyses Results for CGF and AADSF

3-5



SSFF-VTR-O01

Results of the filtered gas effluents are listed in Table 3-3. Chemical analysis
on these filter papers identify only the particulates in the gas samples.
Determination of particle quantity and size distributions was not possible, due
to the limited number of particles collected in each sample. As a rule, each
filter sample had a few tens of particles, mostly in the 10 micron size range.

The sulfur reported in the analysis of particulates is felt to be due to
molybdenum levels, and does not reflect actual sulphur content of the furnace
effluent. The analysis tools used for this purpose were unable to distinguish
between sulphur and molybdenum panicles. The element found is assumed to
be molybdenum because no significant source for sulphur contamination
exists in the hardware tested.

3.2.2 AADSF Samples Analyses Results

The result of the analysis of the AADSF furnace gas effluents showed
negligible amounts of oxygen, at <0.01% oxygen. Analysis of the two AADSF
furnace gas effluent samples showed the gaseous organic contaminants were
within the MAC limit requirements, except for carbon monoxide and the total
hydrocarbon levels. The MAC limits for carbon monoxide (CO) and total
hydrocarbons are 25 ppm and 7.5 ppm, respectively. The results of the
analysis of two AADSF furnace gas effluent samples showed 777 ppm and 735
ppm carbon monoxide and 57.6 ppm and 58.0 ppm total hydrocarbon content.

No gaseous inorganic contaminants were detected in the analysis of the AADSF
furnace gas effluents.

The result of the analysis of the particulate sample taken from the AADSF
thermal cycle No. 9 test run showed the presence of iron, silicon, calcium, and
phosphorus, all at very low levels. Significantly,', no alumina or beryllia were
detected in the particulate analysis.

n

J
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CONSTITUENTS
i

CGF MAJOR TRACE tK,EMENT

MSFC
Science
Run #2

GTETP
Run #1

RPI-7
Science
Run #3

MSFC
Science
Run #3

RPI-'8
Science
Run #4

GIE
Science
Run #1

AADSF

Thermal

Cycle
No. 9

From SEAS:

Silicon (Si), Zinc (Zn), Oxygen
(o)
From MSFC M&P Lab.:

Iron (Fe), Zinc (Zn), Chromium
(Cr), Nickel (Ni), Calcium (Ca),
Titanium (Ti)
From Trimet Inc.:
Silicon (Si)

Silicon (S)

'Molybdenum (Mo), Chlorine
(CI), Potassium (K)

Silicon (Si)

Molybdenum (Mo)
Silicon (S)
Iron (Fe)

Silicon (si), Chlorine (CI),

Niobium(Nb).
Small scattered particles were
visible all over the sample
Sodium (Na), Iron (Fe)

From SEAS:

Phosphorus (P), Sulfur 1 (S),
Potassium (K)
From MSFC M&P Lab.:
Aluminum (AI), Potassium (K),

Copper (Cu), Silicon (Si),
Manganese (Mn), Sulfur (S),
Chromium (Cr), Iron (Fe)

Possible Trace of Niobium. But
with a Chi factor of 0.71

Possible Trace of Niobium (Nb).
If Nb is present, the amount
would be very small.

Large scattered particles:
Silicon (S), Iron (Fe), Chromium
(Cr), Nickel (Ni)

Found in small scatter

particulates -
Magnesium (Mg), Silicon (Si),
Sulfur (S), Chlorine (C1),
Potassium (K), Calcium (Ca),
Titanium (Ti)

Phosphorus (P), Iron (Fe),
Silicon (Si), Calcium (Ca)

Table 3-3 Filter Samples Analyses Results for CGF and AADSF
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3.3 Results and conclusions from vgnting product study

Most gas contaminants found in the CGF and AADSF vent gas streams were
below the MAC levels acceptable for the shuttle cabin atmosphere. Particulate
counts were very low, and in general were below those noted for the cabin
atmosphere during normal shuttle operations. It is expected that these
particulate counts will be higher, however, for on-orbit operations. Higher
values will occur on-orbit due to the absence of gravity-induced particulate
settling.

The materials processing furnaces, in normal operations, should be compatible
with the SSF venting system resource requirements. The second phase of this
study is an analysis of possible contaminant sources in the experiments which
might produce compatibility problems during off-nominal operations.

3.4 Recommendations

No specific gas processing is recommended for the SSFF facility vent system in
nominal operations. Particulate filtering might be recommended for the
facility if inert gas is to be conserved by storing and reusing pressurant in the
SSFF. This filtering will prevent a buildup of solid contaminants within the
experiment containers. These filters, if incorporated into the SSFF system,
should have a high collection efficiency for particles as small as 0.4 microns.
The filter materials should be stable for vacuum operations, and should not
outgas excessively during nominal exposure to thermal-vacuum testing. One
filter material candidate is porous silica, commercially produced as a high
purity filter media. Porous silica media is available which produces high
capture ratios for particles as small as 0.3 microns.

V
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4.0 ANALYSISOFFURNACE GAS CONTAMINATION SOURCES

4.1 Description of Analysis

This section describes the possible sources of contamination from within the
SSFF experiments, based on furnace and sample materials constituents and
operating conditions.

4.1.1 CGF and AADSF

The various elements detected in the analyses are listed below showing the
corresponding probable sources within the CGF Integrated Furnace
Experiment Assembly (IFEA) and AADSF experiment apparatus containers
(EAC's) .

Table 4-1, Possible Sources of Contamination, shows the various elements and

compounds evolved during the test runs conducted in the CGF and AADSF
furnace systems. None of the contaminants observed appears to represent a
safety or compatibility hazard.

4.1.2 Science Sample Containment

The molybdenum cartridge used on some principal investigator (PI) samples
was found to be a major source of contamination in the CGF furnace.
Molybdenum oxidizes rapidly at high temperature with even trace oxygen
concentrations. Other cartridge materials which have been proposed are
alumina, inconel, 304 stainless steel, and platinum. None of these materials
places significant performance burdens on the SSFF vent system.

4.1.3 Contaminant Sources in Ground Furnaces

A survey of industrial materials processing operations was performed,
questioning industrial and scientific laboratories concerning their methods
for handling hazardous effluents. The Environmental Protection Agency and
OSHA were also contacted in order to gather guidelines by which these systems
should be designed in order to prevent venting any hazardous materials into
the environment. In general, industrial materials processors consider their
processes and waste gas handling procedures to be competition-sensitive, and
were unwilling to disclose data for publication. EPA and OSHA representatives
were also unwilling to divulge data on vent releases from specific processors,
though this material might be provided in response to a Freedom of
Information Act disclosure request.

4.1.4 Non-Furnace On-Orbit Contaminant Sources

Teledyne Brown Engineering submitted four Engineering Change Requests to
the IML-1, USML-1, SL-J, and SL-D2 Spacelab Mission Managers. Mr. Arthur S.
Kirkindall/MSFC PPO included a cover letter which explained the background
for submission of the ECR's. These ECR's will be submitted into a Configuration
Control Board for baselining into the Ground Operations Procedures of the
above missions.

4-1
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4.2 Results of Analysis

Materials used in the CGF and AADSF are listed in the Material Inventory List
in Appendix G and H of this report. Also, the Material Identification and Usage
List (MIUL) for CGF and AADSF can also be found in the Appendices.

PARTICULATES FOUND IN
FILTER PAPER

Aluminum

Iron, Chromium, Nickel,

Manganese

Copper, Zinc, Phosphorus, Lead

Silicon

Titanium

Molybdenum

Calcium, Chlorine, Potassium,

Sodium, Sulfur 1

Magnesium

Niobium 2

SOURCES

From components made of aluminum j
alloys, from alumina bearing insulation,
alumina ceramic, aluminum bronze and

other aluminum bearing parts
From components made of steels such as
stainless, carbon or alloy steels. Also,
_ans that are chromium or nickel plated
From components such as phosphor
bronze, brass, electrical wire, cables,
solder, electroplating, zinc bearing
components, P.I. test samples, silicon
rubber, silicon lubricants r etc.
From components made from silica
(glass) such as fiberglass insulation,
glass ampoule, ceramic insulation r etc.
From SEM Arm Assembly, Support and
other components made of titanium
alloys. Also, filler for paints, ceramic,
etc.

From TZM, Inconel and molybdenum
cartridges. Also, components made of

steel alloys, etc.
From components made of non-metallic
materials, such as adhesives, coatings,
plastics, ceramics, elastomers, rubber,
lubricants, also sulfur from 303 sis
From contaminants in ceramic

insulation, possibly also as constituents
in non-metallic materials

From components made of stainless
steels, such as Cres 347

1. Sulfur findings were ambiguous
2. Trace levels only

Table 4-1 Possible Sources of Contamination
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4.3 Results and Conclusions

The only significant hazardousmaterial issues for the SSFF vent systemstem
from the toxic or otherwise hazardousscience samplesbeing processed.
Secondaryconcerns involve the beryllia and other ceramic oxides used in the
construction of high temperaturefurnaces, but these materials are felt to be
mechanically and chemically stable, and unlikely to be vented in significant
amounts.

4.4 Recommendations

The SSFF vent system as currently designed is believed to be capable of
tolerating any of the identified potential waste gas constituents without
xtegradation. In general the most difficult part of the materials compatibility
definition is defining those PI materials to which the SSFF may be exposed. Two
options, discussed at greater length in section 5, are for the experimenters to
provide pre-filters on the furnace experiments designed to stop known sample
constituents, and to develop a catalog of known science sample materials.

4-3
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5.0 DESIGNOPTIONS

This section covers the design options consideredfor handling the vented gas
stream from a typical SSFF furnace experiment.This section will first address
the requirementsfor a SSFF vent gas system.Then, severaldesign options are
discussedto meet these requirements.Finally, SSF recommendationsare made
concerningthe Space Station Freedomand the Space Station FurnaceFacility
SSFF Venting Systems and their interface requirements.

5.1. SSFF Venting Requirements

5.1.1. SSFF-DerivedDesign Requirements

The SSFF venting requirementshave been determinedfrom the March 8,
1990draft of the SSFFCapability RequirementsDocument. The most
significant requirements are listed below.

1. Minimum/Maximum gas flows are TBD (page 9, ref 6)

2. A vacuum level of 10-5 torr is required (page 9, ref 6)

3. Overboard venting will have a 1 x 10-3 torr maximum pressure. (page 9,
ref 6)

4. Furnace experiment containers will have pressure control ranging
from 0.1 to 1.0 atmosphere. (page 10, ref 6) For safety reasons
involving redundancy of containment, the furnace experiments are
likely to operate below the cabin air pressure (approximately 10 to
14.7 psia). Some experimenters may wish to operate in rarified (<1
torr) or reducing (hydrogen) atmospheres.

5. Active cooling for low temperature zones. (page 11, ref 6) Use of SSFF-
supplied gases for quenching is a good possibility. Some experiments
may require spraying water or other liquids for quenching. The use
of liquids for active cooling is not considered a SSFF baseline
requirement. Dispensing free liquids into the furnace container at
high operating temperatures would be a significant design and safety
impact on the SSFF venting system.

6. Process waste gas from SSFF after purging the furnace container. Gases
are used by the SSFF to:

Minimize oxygen content in the furnace environment.
Purge used waste gases from the furnace cavity.
Provide pressure control for material processing.
Provide active cooling if required by attached material processing

experiments.

7. Manual sample material change out at regular intervals.

8. The SSFF must permit rack rotation away from the SSF wall within one
minute for quick wall repairs.
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5.1.2. SSF Derived DesignRequirements

The Space Station Freedom vacuum vent interface requirementsare largely
derived from the Laboratory Vacuum SubsystemEnvelope Drawing prepared
by Boeing, documentnumber 683-18005.Selectedportions of this document
can be found in Appendix B. Thesedesign requirementsare summarizedbelow.

1. Overboardventing to 1 x 10-3 torr maximum pressure.

2. Two vent systemsare available for venting to space,however,only one
can be used at a time. In addition, the control for thesevacuumvent
lines is providedby the SSF Commandand Control Software.This
external control of the vacuum vent line will complicateSSFF
requirements for pressure control and contingency venting. The
high pressurevacuumvent systemis called the VS1 and is used for
general venting or gas volume purging (> 10-3 torr). The lower
pressure(higher quality) vacuum vent system,VS2, is used only for
vacuum maintenance (10-3 torr maximum, no venting allowed
beyond "normal outgassing").

3. The VS1 gas throughputis 2.3 x 10-3 torr-liter/secmaximumat 1 x 10-3
torr (basedon nitrogen at 22 °C)

4. Only non-toxic wastegasesare allowed to be vented into the SSFvacuum
vent system.These gasesare:

Nitrogen
Air _,
Argon
Krypton
Xenon
Helium
Carbon Monoxide (maximum 50' ppm at atmosphericpressure)
Carbon Dioxide (partial pressurenot greater than ambient)
Mixtures of thesegases
Limited amountsof oxygen and hydrogen(less than 4% at 0.001 torr)
Trace gases(seeTable 5-1)

5. Allowable Vent Contaminatesare derived from the vacuum system
envelope drawing and Spacelab Payload AccommodationsHandbook
(SPAH).
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A comparisonbetween the allowable SSF vacuum vent contaminatesand the
SpacelabMaximum Allowable Concentrations(SMAC) allowed on the Space
Shuttle shows that in most cases the vacuum vent requirementsare more
restrictive. If the current vacuum vent requirementsare not modified, it is
possible that venting cabin air will be prohibited. The SMAC rangesshown in
Table 5-1 are only for comparisonpurposes.More detailed SMAC listings are
provided in Appendix D.

5.1.3Resultsfrom AADSF and CGF testing.

A summary of gas test samples from two candidate SSFF is provided in the
following Table 5. The Advanced Automated Direction Solidification furnace
(AADSF) and the Crystal Growth Furnace (CGF) are two furnaces that TBE has
developed under MSFC contract for Space Shuttle materials processing. Due to
the maturity of these two furnace designs, both are considered good candidates
for SSFF development. More detailed information about testing procedures, test
results and furnace materials can be found in section 2 of this report.

A comparison between tables 5-1 and 5'2 shows that for normal material

processing, the two furnaces produce relatively benign waste gases. Except for
carbon monoxide and total hydrocarbons, the furnaces would fall below the
crew cabin maximum allowable concentration (MAC) limits. While venting of
furnace waste gases into the cabin atmosphere is not a planned activity, this
observation reflects the innocuous nature of furnace venting during normal
operations.
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RACK INTERFACE

CHARACTERISTIC

Acids

Bases

Organic
Inorganic

Organic
Ammonia

Inorganic
Halogens (C12, F2, Br2, 12)

Particulates

0.0005% by volume for particles >10
microns

Organic Classes
- Gases
- Solvents

Organohalides
Hydrocarbons
Aromatic Hydrocarbon
Alcohols, Ethers, Esters
Ketones, Aldehyde, Amides
Misc. (Thiols, Sulfides,

Nitriles)
Specific Materials

- Inorganic
- - H2S, SO2, Hg

- Organic
- CH20 , C6H6

- HCN
Carbon monoxide
Mcthanc

SSF
INTERFACE

LIMIT

(PPM, MAX)

5
5

5

5

5

5

SPAH
MAC levels

for 7 day
missions

(PPM)

1 to25
0.3 to 1

25

280- 300
micron

filters used

on Spacelab

5
5

15 to 1500
0.1 to 30
0.5 to 40

0.1 to 300
0.1 to 5.0

5

5

50
5

25
2700

Table 5-1. SPAH and SSF Contaminate Allowables
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TEST
RUNS

MAC 1

MSFC

Argon
Ref.

RPI-7

Grumma
n7

Argon
Ref.

RPI-8

Argon
Ref.
GTE

Bakeout

AADSF

RUNS

Argon
Ref

Verifica
-tion

Profile
Thermal

Cycle
No. 9

OXYGI_ GASEOUS ORGANIC CONSTITUENTS*

CONTENT

Methane

%

< 0.01

< 0.01

.02/.06

(CH4)

ppm

2700

0.8/< 5.0

< 5.0

Carbon
Monoxide

(CO)

ppm

Carbon
Dioxide

(cod
ppm

1.75/2.9

25

< 5.0

< 5.0

<5

10,000

14.5/20.0

54.3

123/125

Total

Hydro-
carbon

(HC)
ppm

7.5

< 5/18.4

Total
Halo-

genated
Hydro-
carbon

(HHC)

ppm

0.56/1.0
0.91

< 1/2.0

< 0.01

< 0.01

< 0.01

1.9

0.13

< 5.0

2.1

< 5.0

<5.0

51i
2.9

< 5.0

<5.0

<5.0

< 5.0

< 5.0

< 5.0

8.4

2.3

8.4

4.1

5.2

101.0

1.35 < 1.0

1.2 < 1.0

1.3 0.10

0.7 0.2

6.6 1.5

11.7 1.4

< 0101%

< 0.01%

< 0.01%

<5

15.9

24

<5.0

111

735

< 1.51

50.4

382

6.85

57.6

58.0

< 1.00

3.99

.007

1Maximum Allowable Concentration. Sources: NASA HDBK 8060.1B -

Flammability, Odor, and Offgassing Requirements and Test Procedures for
Materials in Environments that Support Combustion, and NASA Memo SD4/84-
382, Initiator SD4/M. E. Coleman, JSC.

* Gas Chromatography (GC) and Mass Spectroscopy (MS)
** Fourier Transform Infrared

+None Detected.

Table 5-2 AADSF and CGF Test Results

FTIR**
Scan

ND+
Used as

ref.
092

Freon 12
Freon 13

Freon
113

Trace CO2

Used as
ref.

Trace
Trichloro

ethylene

ND +

CO2

Ref

Trace
Trichloro

ethylene
ND +
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The initial operation of the AADSF and CGF type furnaces will also output a

small amount of dust produced by the shuttle launch vibrational environment.

After vibration testing, both furnaces have shown visible signs of dust
particles. This dust is produced by the interaction between various ceramic,

metallic and fibrous furnace components. Testing of these small particles was

attempted from the available gas samples and sample wipes of the interior
surfaces. A particulate size survey was unable to obtain sufficient particles for

meaningful statistical analysis. At this time we must assume that the furnaces
will not meet the vacuum vent solid particle requirements. However, from the

type of cabin air filters listed in SPAH (pg C4-30) for Spacelab missions (300

micron absolute), the normal Space Shuttle cabin air environments will also
not meet the restrictive SSF vacuum vent interface requirements.

For comparison purposes, the 10 micron size listed in the SSF vacuum vent
requirements is marked in Figures 5-1 and 5-2. Figure 5-1 shows size ranges

for a variety of common airborne materials. Figure 5-2 compares the

contaminant sizes relative to several common filter techniques. In general,

space-borne atmosphere contain much higher particulate levels, since
particle settling does not occur in the micro-gravity environment." This

comparison suggests that the SSF restrictions on particulates may be relaxed.

Under the present limits, cabin air is likely to require filtering prior to
overboard vent.
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PARTICLE SIZE _m

.o

Proposed SSFF Particulate size limit

Chart Adapted from Filters and Filtration Handbook, R.H. Warring, 1981

Figure 5-1 Impurities in Air
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PARTICLE SIZE I_m

o

Proposed SSFF Particulate size limit

Chart Adapted from Filters and Filtration Handbook, R.H. Warring, 1981

Figure 5-2 Contaminant Sizes, Visibility and Separation
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5.1.4. Experiences from other Material Processing Experiments

Appendix D provides information collected from previous shuttle-borne
material processing experiments. There are also some summary tables from
previous safety reviews of other flight type furnaces, including some Soviet
Mir furnaces.

In general a minimum of three levels of containment are used in material
processing experiments to provide the experiments with two fault tolerance.
The Sample/Ampoule Cartridge Assembly (SACA) forms one level of
containment. A second level of containment is generally supplied by the
experiment container (EAC) itself, which is typically designed as a pressure
vessel. A third level of containment can be the use of negative pressure in the
experiment chamber. The negative pressure prevents any material from
leaking into the cabin environment should the EAC integrity be breached.

The design and operation of SSFF payloads will differ from existing Middeck

and Spacelab payloads for the following reasons: !

1. On-orbit installation and check-out required for SSFF payloads

. 90-day operation cycles requiring crew intervention for sample
loading/removal and routine maintenance

3. Possible on-orbit sample characterization

4. On-orbit SSFF payload waste processing and/or storage required

4 Venting on SSF is more restrictive\than previous shuttle
requirements.

These differences will drive the design of the SSFF vent system, as discussed in
section 5.4.

5.1.5 Off-Nominal Furnace Operations

Over the 30 year design lifetime of the SSF, the probability exists that there
will be a SACA failure which will allow the sample material to enter the
secondary containment of a SSFF experiment. Since the sample materials for
many experiments are toxic materials, this could become a significant safety
issue. Besides the toxic sample materials (arsenic, cadmium, mercury and other
heavy metals), there is also the possibility of toxic compounds being formed
from combinations of non-toxic materials, given the high furnace
temperatures typically used. For example, chloro-fluorocarbons (Freons),
although generally considered inert and non-toxic, can dissociate into
phosgene and other corrosive gases at elevated temperatures.
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Appendix C containsan informal assessmentof the consequencesof a SACA
leak, basedon an evaluationof the CGF furnace and the samplesscheduledto
fly on the USML-1 mission. Essentially,the possibility of a SACA rupturing
during processingcan never be ruled out. The specific consequenceof a
rupture dependson a multitude of variables and can only be determinedby
actual zero-g testing of broken SACA's. The leak flow rates and dispersion
patterns will be significantly influenced by the lack of gravity and the
specific sample material combinations and material properties.

To provide for safe operation, the SSFF design must prevent a SACA leak from
reaching the crew or from leading to a failure of any critical SSF subsystems.
In general, the three levels of containment will prevent the crew from being
exposed to SACA materials and that concern will not be addressed further. The
potential for a SACA leak to contaminate the SSF vacuum vent system and lead
to a system failure should not, however, be ignored.

Coupled with the problem of what to do with a contaminated furnace is the
problem of detecting when a contamination event has occurred. There is no
dependable means at hand to determine if or when a SACA has ruptured. For
safety reasons, once a furnace has begun processing, the assumption has to be
made that the furnace might have been contaminated with sample material.
Before the furnace container is exposed to the crew cabin, the SSFF will have
to provide a means to verify that the furnace atmosphere is non-toxic. There
are several options to minimize the inherent safety problems associated with
sample change outs. These include:

.

2.

3.

4.

Gas purges of the furnace container
Visible inspection of the furnace container interior (through a
viewport).
Using flexible portable gloveboxes! for the actual material
handling and exchanges.
Testing the Furnace Atmosphere for contaminants before
opening the container.

The implications of this philosophy are that the SSF vent system may handle
single-event vent streams which exceed the nominal limits for contaminants.
Options which could avoid this possibility are:

1. Requiring the SSFF to compress and store waste gas
2. Requiring each SSFF payload to incorporate containment failure sensors.

Neither of these approaches appears viable. A waste gas management facility
to store all gas generated between resupply missions would probably exceed
the total SSFF budget for mass, power, and volume. Qualifying leak detection
systems for all possible science samples is felt to exceed the state of the art.

5.2. SSFF Vent System Design Options

A. Design Descriptions

Based on the SSFF vent design requirements, the following venting concepts
were developed. Six separate design concepts have been considered to handle
the expected wastes produced by the SSFF. A brief summary of each option is
provided along with a schematic diagram in Figure 5-3.
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1. Direct Venting to SpaceStationFreedomVacuumVent (VS1). The SSFFcould
vent all wasteproductsdirectly into the SSF vent system.A particulate
filter could be used but no special filtering or processingwould be done.

2. Direct VentingThrougha SSFFFilter System.The SSFFcould vent all waste
products directly into the SSF vent system but only after significant
filtering and processing.This proposedSSFFFilter system would likely
involve a multiple stagesof various componentswith different design
functions. For example;

Stage 1 could be a particulate filter to prevent furnace materials and
dust from passinginto the SSF vacuum vent system.

Stage2 could be a cold trap which would preventmetal and other low
vapor pressure substancesfrom further progress into the
venting system.

Stage 3 could be an adsorption system using granular activated
charcoal. This would provide a wide-spectrum adsorption
capability to minimize the passage of normal furnace out-gassing
materials such as cleaning solvents and lubricants.

Stage 4 could be a special application filter stage designed to absorb or
neutralize known hazardous materials in the samples being
processed. This stage might have several different internal
designs using different active agents but all using the same SSFF
interface attachments. Mission specialists might install specific
filter components depending on the samples being processed by
the SSFF. For example, a special mercury adsorption compound
could be installed before the processing of HgCdTe samples. The
next PI might have a GaAs sample which would require the
astronauts to change out the activated filter for an arsenic
neutralizing compound.

The various stages of the SSFF Filter System do not have to coexist within the
SSFF rack. It makes more sense for stages 1, 2 and possibility 4 to be mounted
directly on the individual SSFF furnace experiment containers. The cold trap
could use a branch of the furnace water cooling water for its active
temperature control. The particulate filter could be installed at the vent port
of the furnace container, where the crew could inspect and change it easily.
The special absorption filter might be installed either at the furnace or within
the SSFF. Mounting pre-filters at the furnace rack could minimize
contamination of the interrack vent lines. Since stage 3 is a general generic
all purpose filter it could be installed within the SSFF rack. All of these gas
treatment devices would require occasional change-out by the crew.

3. All Vent Wastes are Filtered and Temporarily Stored. A modification to option
2 is to add a small holding tank for waste products. This holding tank
would allow accumulating small amount of waste gases which could be
produced from long duration sample processing. This holding tank
would allow timelining the SSFF venting to minimize any impacts on
internal or external SSF operations. The small storage tank would also
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allow continuous furnace pressurecontrol without the need for
dedicated vacuum vent access.

4. Monitor Vent Wastes and Store UnacceptableProducts.Another design
option is to continuouslymonitor the furnace gasesby using a SSFFGas
Testing Assembly.This assemblywould likely consist of a mass
spectrometeralong with a molecular turbopump. The turbopump would
provide the required vacuumlevels to operate a mass spectrometer.If
the furnace gases exceed the vacuum vent contamination levels, then
the furnace wastegasescould be compressedand stored in a high
pressuretank. For normal operation, the furnace waste gases would be
vented directly to the SSF vacuumvent system.This designoption is the
current SSFFvacuumvent conceptualdesign as presentedat the CoDR
and Quarterly Reviews.

5. Filter All Waste Gases and Provide Continuous Gas Monitoring. The fifth
design concept is a hybrid of options 2 and 4. This design monitors the
furnace waste products and limits furnace processing when the vacuum
vent contamination limits are exceeded. This design incorporates the
proposed SSFF Filter System upstream of the Gas Testing Apparatus. This
arrangement filters the vent gases before they reach the Gas Testing
Apparatus and prevent the mass spectrometer and turbopump from
becoming contaminated. The extra filtering will also provide a cleaner
operating environment and extend the lifetime of both of these complex
and expensive items.

6. Direct Storage of All Vent Products. The SSFF could vent all waste products
into a gas storage system. This design option is similar to the SSF Waste
Gas Management system in the pre-restructuring configuration. This
design concept would require either very large storage tanks or the use
of small tanks with high pressure gas compressors. The large storage
tank would be a significant volume impact to SSFF, and the gas
compressors would require a much more complex venting design and
additional power.

5.3. Results and Conclusions

To determine the best overall design option the different concepts were
qualitatively compared. Also the design maturity of the individual components
was investigated. Lastly, operational safety concerns were addressed for each
design concept. The following section summarizes the results.

5.3.1. Design Options Advantages vs Disadvantages

The advantages and disadvantages for the various SSFF vent design concepts
were compared. Table 5-3 lists the various qualitative design considerations for
each design concept. None of the six proposed filtering systems meet all of the
simultaneous design requirements. For example, option 6 is probably the
easiest design to integrate because it does not allow any wastes to reach the SSF

vent system. However, option 6 is not expected to achieve 10 -6 tort furnace

operating environments. It also places pressure vessels and high pressure
plumbing containing potentially toxic materials in the habitable volume, a
significant safety issue.
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Figure 5-3 Diagram of SSFF Vent System Design Options
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5.3.2. SSFF Venting Component Summary

The following section summarizes the level of maturity for the components
described in the SSFF design concepts.

1. Storage Tanks

High pressure storage tanks are a common feature for several of the SSFF vent

design concepts. A high pressure tank in use today which could easily fill this
design requirement is the nitrogen gas storage bottle designed for the Manned
Maneuvering Unit. The vendor sheets for this tank are provided in
Appendix E. These nitrogen tanks have the following design characteristics:

Service
Mass
Size
Volume
Material

Pressure 3000 psi
28.5 lbs

10.1 in diameter x 31.3 in long
1631 cu in pressurized volume (0.94 cu ft)
Kevlar-49 aramid fiber and epoxy resin wound on
aluminum liner.

This type of tank is also flying on Spacelab missions such as USML-1. The
USML-1 CGF furnace uses one of these tanks to store its argon gas supply.

There are some safety concerns with using high pressure storage tanks for
general purpose waste disposal. There are few controls to prevent the mixing
of incompatible materials at high pressure. Also, compatibility of the pressure
vessel liner with vent gas components must be considered. Based on the
previous Spacelab experience, the maturity of this design component must be
considered high. _,

2. Gas Compressor

No gas compressor has been found to match the design requirements for SSFF.
The vendor sheet for a vacuum pump which also works as a gas compressor is
included in Appendix E. The maximum output pressure for this pump is 90 psia.
The design of a low vibration flight-qualified compressor capable of 3000 psi
appears to be a significant engineering development. The size, power and mass
requirements for a compressor meeting the likely performance requirements
could easily outstrip the available SSFF resources.

3. Mass Spectrometer

Several SSF users have identified a requirement for of a mass spectrometer.
Appendix E provides vendor sheets proposing a mass spectrometer for the SSF
Residual Gas Analyzer. This unit meets most of the SSFF design requirements
and is based on the flight proven Induced Environmental Contaminant
Monitor (IECM) which has flown on several space shuttle missions.
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4. Turbomolecular Pump

Appendix E also containsthe vendor sheets for a turbomolecularpump which
was selectedfor the pre-restructuringSSF Waste Gas ManagementSystem.
This pump's specificationsappearto meet the design requirementsfor SSFF
use. No such pump has been flight qualified.

5. Filter System

Providing filtering systems for space flight is not a new technology.
Reference 4 summarizes the major experiences for the past 15 years. The
following is an excerpt from that report.

1. Space Shuttle

The Space Shuttle Environmental Control and Life Support
Systems (ECLSS) has several subsystems performing specific
tasks. The Air Revitalization System (ARS) removes heat,
moisture, odor, CO2, skin and hair, etc. from the circulating air.

Redundant cabin fans propel air to two canisters in parallel
containing activated charcoal mixed with LiOH. A restricting
orifice in the ducting forces 120 lb/hr of air through each
canister. Since components on the orbiter are space qualified (i.e.
low offgassing), the limiting factor on each canister is the CO2

removal capacity; each canister lasts approximately 12 hours.

2. Spacelab

The Environmental Control and Life Support (ECLS) subsystem on
Spacelab consists of the Atmosphere Control Section and the
Atmosphere Revitalization Section. Within the Atmosphere
Revitalization Section (ARS) are two LiOH cartridges for CO2
removal and odor control which are identical to those used on the
Orbiter. In addition, a trace contaminant scrubber is installed in
the tunnel airduct for the removal of carbon monoxide and a wide

range of trace contaminants. Since this canister is intended to
provide payload developers with additional flexibility by allowing
use of "off-the-shelf' commercial components, it is similar to the
Gaseous Contaminant (GCRU) of the Material Science Glovebox
(MSG).

The canister consists of a sequentially packed bed approximately
9 inches ID, 16.5 in. long containing 5.25 lbs. of activated
charcoal, followed by 3.0 lbs of phosphoric acid treated charcoal,
then 0.74 lbs. of 2% platinum catalyst deposited on charcoal. With

the design flow rate of 4 ft3/min, most contaminants can be
removed by the activated charcoal. Only ammonia, carbon
monoxide, and methanol require additional provisions. The acid-
treated charcoal controls NH3, while the platinum catalyst

converts the CO to CO2. Methanol is partly removed by the

charcoal and partly in the condensing heat exchanger. The
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canister is designedfor 7 daysuse, after which is must be
replaced.

3. Space Station Freedom

The Environmental Control and Life Support System (ECLSS) for
Space Station Freedom contains a Trace Contaminant Control
Subsystem (TCCS) which removes volatile gaseous contaminants.
The mission of the SSF, permanent on-orbit presence, is in a
marked contrast with the short duration (<10 days) for the Orbiter
or Spacelab. Consequently different configurations for trace
contaminant removal equipment are utilized. In particular, on-
orbit replacement of expendable canisters is minimized by
separating the C02 removal function from trace contaminate

removal. In addition, space constraints preclude massive beds of
adsorbent materials. Consequently, the primary absorbent
(charcoal) is segregated into two beds: the first for well absorbed
materials, the second for poorly absorbed chemicals.

The first absorber is a non-regenerable bed designed for long-
term (45-90 day) capacity for the anticipated easily- absorbed
materials. The second bed is regenerable and is sized for one day
of operation with the least well absorbed material. At the end of
each cycle the regenerable bed is isolated from the circulation
line, then subjected to simultaneous vacuum and heating to
debsorb the chemicals. These chemicals are then passed through
a heated catalytic oxidizer. Acid vapors are removed by a LiOH bed
before the oxidizer effluent, mainly CO2 and H20), is discharged
overboard.

4. Biorack

Biorack is a small Class III biological safety cabinet which was
developed by the European Space Agency (ESA) for the Spacelab
D-1 mission. It was used exclusively for biological studies and was
designed with an integral activated charcoal bed to provide
control for volatile chemical contamination, primarily ammonia,
isolpropanol, glutyraldehyde, and formaldehyde.

The 1600 gm of NORIT-REF charcoal is contained inside the
primary filter assembly, with the entire air flow passing through
it. Biorack is the only glovebox which has been flown on
Spacelab, and represents the available flight experience with a
glovebox-specific contaminant removal system.

5. General Purpose Workstation (GPWS)

The GPWS is a rack-mounted Class II Biohazard Cabinet for use in

life science investigations on Spacelab. It uses airflow
entrainment to control gaseous, liquid, particulate, and
microbiological matter. During normal operation 300 cfm of air is
recirculated through the GPWS work space. Since 20 cfm of air
flows into the GPWS to form an air curtain in front of the user, an
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equivalent amount of air is exhausted to the cabin through the
Main TCCS canister. This canister is 14 in. ID and 10 in. long with
1 in. of environmental grade LiOH, then 6 in. of Barneby-Cheney
BD charcoal, and 3 in. of Barbeby-Cheney CI charcoal. An
additional Vent TCCS canister is also included which has an ID of

1.9 in. with the same length and bed depths of charcoal.

Existing space-based technologies for control of trace gaseous contaminants
utilize two primary materials: activated charcoal and lithium hydroxide. The
latter is used primarily for inorganic removal (excluding NH3), while charcoal
is used for most organic materials.

Several materials are not well removed by either of these chemicals, most
notably low molecular weight alcohols, carbon monoxide, and ammonia. The
last chemical can be controlled by charcoal treated with dilute phosphoric
acid, while a platinum catalyst deposited on charcoal will oxidize the CO at room
temperature. Low molecular weight alcohols show increasing affinity for
water with decreasing molecular weight and appreciable amounts can be
removed in condensing heat exchangers. The adsorber canisters alone cannot
remove methanol on either the Shuttle or Spacelab, and the condensing heat
exchangers are necessary to maintain control of these materials.

This history of spacecraft filtering shows that using multiple stage filters has
been standard design practice. A passive absorber based on activated charcoal
for organic removal and lithium hydroxide for inorganics is also proposed for
the SSFF filtering system. Figure 5-4 shows the filters used on Spacelab. A
similar design should be considered for the SSFF system.
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Figure 5-4. Spacelab Trace Contaminate Removal Cannister

5.3.3. Safety Considerations

Based on the significant safety concerns when using toxic materials for on-
orbit material processing there is no design which is totally safe. The best
design option is to totally prevent the release of furnace toxic materials and
this is best done with option 6 where all vent products are stored. However,
this option places significant resource requirements on the SSFF with respect
to mass, volume and power. Research has failed to find a flight-rated gas
compressor which meets the SSFF requirements. In addition, the vibration
levels created by operating a high pressure compressor within the SSFF rack
are expected to be intolerable to sensitive payloads.

The next best design option in regards to safety is option 5. This option filters
all vent products from the furnace modules and continually monitors the gases
vented to the SSF vent system. By monitoring the waste gases, SSFF can provide
positive assurances that it is not exceeding the vacuum vent contamination
limits. Gas monitoring can provide early warning that SSFF filters need
cleaning or replacement.

5.4. SSFF Vent Task Recommendations

5.4.1 Recommended SSF Allowable Vent Contamination Levels
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The Space Station Freedomvacuum vent allowable material concentrations
table should be modified to allow the venting of reasonablewaste products.For
example, cabin air which could contain contaminatelevels acceptableto long
term human exposureshould be consideredventable under reasonable
guidelines. In addition, some guidelines must be established to address
emergency access to the vent line for contingency venting. There should be
contingency single-event allowable material concentrations established for
the SSF vacuum vent system.

The SSF vacuum vent line should accept the possible vent wastes from an
ampoule failure during science processing. SSFF experimenters neither
predict nor fully detail the consequences of a broken ampoule. No ampoule
failure detection devices have been developed to-date. Even if SSFF were to
detect an ampoule failure, there is no way to prevent the toxic sample material
from contaminating the furnace container interior.

SSFF recommends that the SSF vacuum vent system be designed to accept the
vent wastes from one broken ampoule per 90 day SSF mission. This would
amount to receiving about 32 milligrams of material, based on the following
analysis:

I. The sample material was mercury (Picked due to its high vapor
pressure and density)

2. The furnace container is the size of the CGF Experiment Apparatus
Container (EAC). (The CGF EAC is about 15 cu ft compared to the
total available rack volume of about 40 cu. ft. ).

3. The average gas temperature within the EAC is 50°C. (Based on
maximum touch temperature requirement of 45°C. Actual CGF
operating temperatures are below 300C)

4. The EAC atmosphere is fully saturated with the sample material.

5.4.2. Recommended SSFF Vent Design Concept.

This report recommends Design Option 5, Filter all Waste Gases and Provide
Continuous Gas Monitoring as the SSFF venting design concept. This design
option provides the safest on-orbit furnace operation with the most reasonable
use of SSFF resources. The major components of this design are all available
without significant development costs. There are several other SSF
experiments and monitoring equipment planning on using a mass
spectrometer. A turbomolecular type pump package had already been selected
for the pre-restructuring SSF Waste Gas Management System, before that task
was cancelled. A similar system will work for the SSFF, since the design
requirements are nearly identical. If the furnace vacuum requirements were
reduced, the mass spectrometer could operate with a much smaller high
vacuum pump, such as an ion pump device.

The sample-specific filters will require additional development once specific
principal investigators are selected. However, this concept is already used by
many investigators in their ground-based furnaces and can be easily adapted
to flight use. The particulate filters and generic charcoal filters use current
technology. Spacelab already has a Trace Contaminant Control system which
uses specially prepared charcoal.
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5.4.3. Design Requirements for the SSFF Filtering System

The following design requirements would apply to the proposed SSFF Filter
System Design

Maximum flow rate

Maximum Ap at design flow rate

Maximum size

Maximum mass

Filterable Particulate Size

120 liter/min

2 psid

5000 in^3 (This volume limit

may be spread between the
several component locations)

80 kg

0.5 Ixm at 99% efficiency

Gas concentrations leaving the filter should be below maximum SMAC
levels.

Filter change out time should be kept to a minimum.

Reusable filters which could be recharged on-orbit should be
considered due to the resupply restrictions.

Expected compounds to filter:

1. During normal operation very little filtering will be needed,
except for carbon monoxide.

2. Sample-specific filters based on experiments being processed.
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1.0 INTRODUCTION

This report is a summary of the ORU assessment study under the Space Station Furnace

Facility (SSFF) contract NAS8-38077. It is being prepared at the end of the extended Phase A/B

preliminary design efforts so that the benefits from as much of the system definition tasks can be

taken as possible. The SSFF system configuration to be discussed in this study is shown

pictorially in Figure 1. The facility consists of three contiguous Space Station double rack

positions integrated as a core rack and two experiment module racks. The core support rack

contains the majority of the common subsystem support equipment which interfaces between the

station and the interchangeable experiment modules. These subsystems include power

distribution, data management, video processing, thermal control, and gas distribution. As

explained in the subsystem concept reports, Ref 9, it is necessary to locate portions of the

subsystem equipment in the experiment racks along with the furnace enclosures to provide for

complete system control and safety. An interconnect cable tray, Figure 2, is also required as part

of the system to connect the various service feeds between the core and the experiment modules.

These feeds are integrated into a way to simplify the on orbit assembly of the facility. As a result,

the core rack and experiment racks must incorporates features (different from the standard space

station racks) which permit their use with the interconnect tray assembly. These features result in

SSFF specific racks, which are described in detail in the Mechanical Structures Subsystem section

of Reference 9. Though shown in a left hand position in all the figures in this report, the core rack

can be located in almost any position relative to the adjacent two experiment modules by the rework

of the cable way; i.e., the core rack could be located on either the left, the fight, or in the middle of

the two experiment modules.
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2.0 SCOPE

This study includes the definition of ORU's in the SSFF provided core subsystems and in

the distributed components required in the experiment modules (furnace racks). It is based on the

subsystem descriptions and the component definitions provided in Reference 9, and the system

packaging concept described herein. The selection of ORU/SRU's has largely been made on a

subjective basis using the groundrules given in Section 3.0. Some detail MTBF data has also been

collected and was used to identify the logistic planning and the on orbit storage data given in

Section 5.0.

In addition to the SSFF ORU's, a candidate list of ORU's has been identified (from

Reference 10) for the Experiment Rack, Furnace Module 1. The requirements for Module 1 were

extrapolated from the Crystal Growth Facility (CGF) data base, which is anticipated to be the fast

of several possible flight furnace configurations. The SSFF strawman subsystem design also

included the PMZF furnace as a candidate for Module 2; however, at this time there is not

sufficient data on the PMZF (or the other possible furnace candidates) to produce any substantial

data changes to the ORU list identified for Module 1, reference Section 4.3.

To limit and bound the scope of this study a set of ground rules and assumptions have been

established in Section 3.0 which attempt to define the on orbit storage and maintenance

requirements, and the re.supply/logistic philosophy which pray a major part in the specific selection

of hardware to be ORU's or SRU's. For the sake of simplicity, it has been assumed that (within

reason) there are no specific restraints on: 1.) the available storage volume (up to one half a double

rack), 2.) the manifesting of replacement or change out units, or 3.) the cost for deliver to orbit.

Only a limit on available astronaut "time for effecting repairs has been acknowledged as a constraint

in the MTC time frame. Another key study factor, which is tied closely to this same philosophy

base, is the operational availability goal of the SSFF (as yet undefined by the program). This

report assumes that even with the semi-unlimited resources described, a nominal 130 day down

time could be experienced by the facility in the event of an unplanned failure. This down time

would be even longer ff logistic stocking limitations exist. For example, the types of unlimited

resource factors in the ORU assessment, which have not been looked at in detail, are the quantity

and cost of spare equipment which must be kept in a flight ready status on the ground in order to

insure this 130 day availability. A branch of that assessment would be the level of vendor stocking

of spare parts so that the lead time for repairs or refurbishment on hardware returned to the ground

could be minimized. All of these factors would require further evaluation in order to complete a full

logistic analysis of the SSFF; however such an effort is outside the scope of this study and the

current contract. These details should be high priority design and cost trade studies for the phase

C_4Deffort.
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3.0 DEFINITIONS, GROUNDRULES AND ASSUMPTIONS

This report has established the following definitions, groundrules, and assumptions

governing the SSFF subsystem ORU selections.

3.1 DEFINITIONS

Orbital Replacement Unit (ORU3

The designated level of component or subsystem hardware that can be removed and

replaced on location under orbital conditions. This does not preclude removal and
replacement of ORU's during ground processing.

Shoo Replaceable Unit (SRU

Any item/subassembly of an ORU whose replacement constitutes the optimum

intermediate or depot level of repair action for a higher indenture item. Normally
associated with items removed from ORU's in intermediate and depot shops. (Items
removed and replaced during repair of ORU's at the maintenance workstation are
SRU's.)

Work Package 1 has requested the following additional definition be added for certain
replacement hardware.

: Orbital Exchangeable Item fOE13

The lowest level of component or subsystem hardware that is designed to be replaced on
orbit, but the low frequency of change out or the inherent characteristics of the hardware
do not warrant ORU status. Examples of hardware elements that may fall into this
category are wire bundles, standoff header pipe sections, and passive assemblies.

OErs have a MTBF > 10 years and therefore the accessibility requirements for ORU's is
not warranted. (Hardware assemblies which require rapid change out due to functional
criticality or safety hazards can not be OEI's).

This classification provides a means to identify removable items which do not have to
satisfy the other ORU maintenance/logistical requirements.

Desi_ fUseful_ Life

The total useful (active) life span of the SSFF (Core rack and its distributed support
systems) before it is considered unacceptable for fdrther use. This span is extended for
component level elements by the proper performance of preventative and corrective
maintenance.

_Operating Life

Operating life is the specified operation time (or number of operating cycles) that a
component/subsystem can accrue before replacement or refurbishment without risk of
degradation of performance beyond acceptable limits.

3-1
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Mean Time To Repair tMTrR)

The estimated time to repair a defective component or subassembly based on the complete
replacement of the unit (ORU) or of a constituent (SRU). To be completely meaningful
the MTTR must also be correlated to elapsed time and number of men involved.

Mean Time Between Failure (MTBF)

A statistically established time interval corresponding to the mean life of a component
from the date of its entering a continuous service cycle to the point of its failure to
function to specification.

3.2 GROUNDRULES

The design life of the SSFF is 30 years (same as the Space Station itself); however, the

selection and procurement of components for the subsystem hardware elements will not be

constrained to 30 year qualification requirements if cost is substantially greater than a

Shuttle/Spacelab qualified equivalent.

As a result of waiving the thirty year operational life of individual components, the SSFF will

be assigned an initial operational life (before major overhaul) often (10) years for the purposes of

this study. This will apply primarily to the core rack, since the experiment modules are also

assumed to have a four (4) year change out cycle and would be available for refurbishment at least

twice before the ten year term.

ORU's are identified primarily at the box/component level. Only those board level

replacements and on orbit repairs/preventative maintenance tasks which can be accomplished and

verified in less than eight (8) hours will be identified as on orbit SRIYs/tasks during MTC. With a

relaxation of this maintenance time restriction a reduction in ORU resupply weight and volume

might be made in PMC.

Furnace repair and reconfiguration (on orbit) is not included in this study since that concept is

an extensive study unto itself (see Reference 10), however, the ORU (maintenance) portion of the

Module 1 study is summarized herein.

On orbit repair of the thermal control system (water filled) components is ruled out due to the

inability to easily drain and refill the system. TCS ORU's will be packaged in modular

subassemblies with QD's for easy reznoval and replacement.

All ORU's with a predicted MTBF in a given 90 day period will be manifested for delivery

180 days prior to that time and stored on orbit. During the MTC visit these items will be change

out the 90 day time frame immediately before service expiration.

ORU design must satisfy the accessibility, maintainability, and human factors requirements

in D683-10124-1.

'_.ampf"
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In dealing with incipient hardware failures as a main consideration in the ORU definition, this

report does not, however, include any Hazard Analyses considerations or Failure Modes and

Effects Analyses (FMEA) factors which might result in other induced hardware failures and/or the

propagation of failures into other system elements.

3.3 ASSUMPTIONS

On orbit storage of the SSFF operational support equipment (samples, glovebox, tools,

replacement tape recorder, etc.) and designated ORU's is assumed to be in a storage rack separate

from the three double rack facility.

Those components which have a MTBF of less than 10 years will be assumed automatically

to be stocked in a direct replacement ORU. Those above the ten year MBTR will be assumed to be

replaced or refurbished to original condition by a planned ten year major overhaul. The exact

timing of this overhaul would be established by the Phase Ca) contract.

Furnace Modules will be assumed to have a target operating life of four years in this study.

Those SSFF support system components in the furnace racks which have MTBI_'s less than four

years would be considered as stocked ORU's.

ORU/component failures in either furnace rack are assumed by design to have no impact on

the continued operation of the other rack. Repairs can likewise be accomplished without removing

the core and other rack from service. The core service lines to the rack in question may have to be

disconnected for safety reasons to make the needed repairs. No repairs will be made with power

or pressure on the affected system.

It is assumed that the SSFF subsystems have sufficient instrumentation and monitoring

means to permit most non-critical ORU failures (except for some leaks) to be confirmed from the

ground. This means that no additional troubleshooting service time is necessary before repairs

begin.

For certain non-critical ORU failures, work arounds for continued operation in a degraded

manner would be real time decisions. Critical ORU failure will result in an automatic on board

system shut down.

Major accidents/failures such as a fire, coolant hose or ampoule rupture are assumed to

require the entire system affected (IFEA, rack) to be returned to the ground for refurbishment.
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4.0 SSFF ORU STUDY ANALYSIS

The SSFF ORU's identified in this study come from three basic hardware assemblies: the

core rack systems, the SSFF provided support systems in the experiment modules, and those

elements in the furnace module itself which have a MBTF less than the program target. The

schematics for the SSFF subsystems in both the core and experiment modules axe shown in

Figures 3 - Figure 6. DctaiJ information on the components being considered as candidates for the

individual hardware elements on these schematics are documented in Reference 9. A cursory

analysis of the MTBF was made of these hardware items to bracket the probable service life of

most ORU components and subassemblies. Since several of the hardware items selected for use in

the SSFF subsystems are cun'enfly under development for SSF and have no life data available yet,

the analysis is largely based on engineering judgement from industrial data for similar components.

4.1 CORE SUBSYSTEM ORU'S

The integrated packaging design of the SSFF core rack has been developed in three

dimensions in a CAD model as shown in Figure 7 - Figure 10. A simplified mock up of this rack

arrangement has also been built in support of this study and the contract effort.

As shown in the integrated rack figures, the various subsystem components were grouped as

much as possible into unique modular units which arc tray mounted on heavy duty slide assemblies

for relatively easy installation and removal. The modules have been identified on the figures and

are grouped by subsystem in Figure 10 - Figure 13. The following sections will explore each of

these subsystems in detail and will give design specifics on the arrangement of hardware items for

reference later in Section 6.0 where the ORU replacement operations arc described.

4.1.1 THERMAL CONTROL SUBSYSTEM

As was stated in the groundrules, the TCS system cannot bc opened on orbit for the

replacement or repair of an individual element due to the loss of coolant; therefore, the complete

TCS modules and any isolated components (such as the heat exchanger and individual hoses) arc

automatically candidate ORU's. Each TCS element consequently will have QD's at each end to

enable its removal and replacement without the release of coolant. Should the need for an ORU

replacement be a leak, the level sensors provided on the system accumulators is cun'ently the only

means by which a leak can be detected remotely. Such an indication would not become evident,

however, until a considerable volume of liquid had already escaped. At one time the SSF had a

requirement that leak detectors be installed at every fluid joint. Since satisfying this requirement

would be very complicated and expensive it was dropped from the program. It is recommended,
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however, that the Phase C/D contain a task to study the feasibility of a simple system for "area"

sensing and permit early detection of minor leaks. Once detected the component/subassembly

involved would be immediately isolated from system pressure if possible. When an astronaut is

available the leaking element would be disconnected and sealed by the mating cap (ff a QD) and/or

by a bag.

The TCS ORU's in the core rack are listed in Table 1 and shown in Figure 14 - Figure 19

along with key technical parameters for each item identified.

TABLE 1. SSFF THERMAL CONTROL SYSTEM ORBITAL

REPLACEMENT UN1TS (ORU'S)

ORU 2

Heat Exchanger

Pump Module Assembly

Coolant ControlValve Assy

Coolant Rm Valve Assy

Cold Plates
6.50 x 11.80
16.00 x 28.00
13.25 x 28.00

Hose Assembly 1
Sta. Supply
Sta. Return

Rack Rtn

Cold PlateConnect

QTY

2
6
2

1
1
1
7

FIGURE

14

15

16

17

18

19

The remaining TCS interconnect hoses are an integral part of the various
module/coldplateORU's and onlytheten(I0)notedareseparateORLPs (QD's on
bothcads).

A primary power and data system harness has pig tailfeeds to the TCS
components.A major failurein theselineswould necessitatea realtime "work

around" until the major scheduled overhaul. These are not considered practical
ORU/SRU items and would therefore fall into WP l's category of an OEI with
ground replacement as the likely mode of repair.
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4.1.2 POWER SYSTEM ORU's

The power system in the core rack consists of the components shown in Figure 11 arranged

into two separate output banks (one for each experiment rank) with the internal core equipment also

distributed equally (for load purposes) between the two banks. Each bank is fed by a separate

Station bus. The two station buses are kept isolated even where they are tied together in the

essentials power supply to feed the core and furnace rack DMS computers (CCU and FCU). The

essentials power supply is intended to allow the SSFF to make a safe shut down if one of the

Station buses is lost.

The architecture of the system is based on the use of CGF and PMZF as the strawman

furnace designs for Module 1 & 2. These strawmen were expected to be a bounding set for the

power requirements in terms of number of circuits and load. Other furnace configurations could be

programmed to use the existing control circuits in either bank 1 or 2. A junction box has been

provided in both the core and furnace racks to allow grouping of the output circuits for the

particular zones and required power levels of the new furnace. The other elements of the power

system arc also modular allowing for reconfiguration/rewiring of the basic power circuits (on the

ground) for future furnaces which might be outside the CGF/PMZF bounds.

Because of the complex wiring schemes within most of the power system boxes, the box

level has been selected for ORU definition in the core rack. A few individual cards, components,

and power system subasscmbtics within the boxes might be candidates for on orbit replacement;

however, this would be highly dependent on the ability to isolate the fault, the astronaut time

allotted to payload repair functions, and the confidence factors the crew would have to have before

entering into such repair operations. A study of the packaging details would need to be made

before any of these sub levels are defined as ORU's. Cable harnesses and the manual circuit

breakers on the two station feed lines are the only other ORU's in this system.

The PCDS ORU's in the core rack are listed in Table 2 and shown in Figure 20 - Figure 25

with key technical parameters for each item identified.

TABLE 2. POWER CONDITIONING AND DISTRIBUTION SYSTEM

ORBITAL REPLACEMENT UN1TS (ORU'S)

ORU

Manual Circuit Breaker

' RPCM, Type 5
_Primary Distribution Box
Essentials Power Supply
Core Power Conditioning Bank
Core Junction Box

QTY
2
2
1
1
2
2

FIGURE
20
21
22
23
24
25
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4.1.3 GAS DISTRIBUTION SYSTEM

The gas distribution system elements found in the core rack are shown in Figure 12. They

consist of a gas supply module, which provides the consumable gas utilized by the experiment

modules during the processing of specimens, a gas control tray assembly, the contamination

monitoring system electronics, a manual vacuum vent valve, and interconnect hose assemblies. In

this system there are a number of individual components which are candidate SRU's due to the

simplicity in being able to identify and isolate a faulty component and safely remove it. Because

the gas supply module is likely to be changed out during each 90 day resupply flight, this element

will have numerous opportunity for ground based refurbishment; therefore, it's elements are not

considered SRU's. The gas control tray assembly, however, is a candidate ORU with all the

elements in the tray as possible SRU's except for the tubing elements, which are best repaired in

the ground environment. A cross over valve is provided between the GN2 and Argon loops to

provide a redundant gas control loop within the tray. Loss of a regulator or outlet valve in an

individual _rguit would not necessarily cause total loss of system operation.

The GDS ORU's/SRU's in the core rack are listed in Table 3 and shown in Figures 26 -

Figure 29 with key technical parameters for each item identified.

Note 1:

Note 2:

TABLE 3. GAS DISTRIBUTION SUBSYSTEM ORBITAL REPLACEMENT

UNITS (ORU'S) AND SHOP REPLACEABLE UNITS (SRU'S)

ORU's

Gas Supply Module
Hose Assembly

Furnace Supply
Vacuum Vent

Contamination Electronics

GDS SRU's

QTY FIGURE

26
27

28

Filters 2 29
Pressure transducers 3
Manual valves 2
Solenoid Valves 3

Regulators 2
Cheek Valves 4
QD's 3

Indicator Lamps 6
Panel Readouts 3 29

All of the SRU's noted are located in the gas control assembly tray shown in Figure 29.
on each of the potential SRIYs is given in Ref. 11.

Further details

A primary power and dam system harness has pig tail feedsto the GDS components. A major failure in
these lines would necessitate a work around until the major'seheduled overhaul. These are not considered
practical ORU/SRU items.
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4.1.4 DATA MANAGEMENT SYSTEM

The DMS components in the core rack are shown in Figure 13. This hardware is highly

specialized equipment and will be considered for the most part box level ORU's. Some card level

reconfiguration or repair is possible in several of the units. The Core Control Unit (CCU) and the

Core Monitor and Control Unit (CMCU) could be such a unit if access to the boards in these boxes

is straight forward and replacement can be accomplished within the target SRU time limits. Due to

the criticality of these units to the availability of the SSFF system they will be be considered SRU's

in this study. Other boxes could also be SRU's; however, since none of them is essential to the

system availability, they will be put in the ORE (ground based spare) category for this study.

The DMS ORU's/SRU's in the core rack are listed in Table 4 and shown in Figure 30 -
?

Figure 39 with key technical parameters for each item identified.

TABLE 4. DATA MANAGEMENT SUBSYSTEM ORBITAL REPLACEMENT

UNITS (ORU'S) AND SHOP REPLACEABLE UNITS (SRU'S)

ORU's
iJ

IVideo Display/Keyboard
CDROM
Removable Hard Drive

High Density Recorder
HDR Electronics
Video Processor
CPC Stimulus

Bus Couplers
Cable Assembly

1553 Bus
802.3
SCSI
StationInterface

RS-422

Video Telemetry

QTY FIGURE

30
31
32
33
34
35

(Core Monitor/Ctrl)
Keybd/Display

DMS SRU's

Core Control Unit
Core Monitor & Control Unit

2
5

1
1
1
3
1
2
1
1

(w/Pwr Cd Bks)
36

• 37

38
39

Note 1: A primary power and data system harness has pig tail feeds to the DMS components. A major failure in
these lines would necessitate a work around until the major scheduled overhaul. These are not considered
practical ORU/SRU items.
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4.2 EXPERIMENT RACK ORU'S

The integrated packaging design of the SSFF Experiment Racks is shown in Figure 40. As

can be seen in the figure, the subsystem support equipment is grouped almost entirely behind the

furnace enclosure (IFEA) making access to this equipment from the front impossible. The rack

will have to be rotated out and one or more of the side or rear panels removed in order to gain

access to the equipment. The SSF program has a limit on removal of only one panel for ORU's;

however they do not consider the face plates as panels. This rack is unique and may have to seek a

waiver on that requirement. Access to each equipment item and the proposed packaging

arrangement will be studied thoroughly with the SSFF mock up and it is likely that a number of

changes will be made before the layout is f'malized during the Phase CJD.

A special support frame (Figure 41) has been added to back of the basic rack structure to

augment the mounting features of the four corner posts. The Furnace Control Unit (FCU),

Furnace Acquisition Unit (FAU), and Essentials Power Stipply boxes are the primary equipment

items mounted to this frame. The other subsystem hardware items are dispersed around the rack in

various unique mounting arrangements. These packaging features will be brought out in

discussing the ORU selections for the experiment module in the following sections.

4.2.1 EXPERIMENT RACK TCS ORU's

The TCS elements in the experiment racks are shown on the schematic of Figure 3. Because

the fluid must traverse a long circuit in the rack, the TCS components are located in several

different positions. The two main features in the loop are a coolant inlet control assembly (Figure

42) and a coolant return control assembly (Figure 43). These assemblies are aluminum frames in

which are mounted control valves and flow monitoring devices for diagnosis and control of inlet

and return fluid conditions. The two frames are attached to the rear corner posts below the

electronics boxes. The other components in the Experiment Rack TCS system are packaged in

coolant line assemblies (flex hose) with OD's at either end. The most significant of these being the

line containing the loss of coolant accumulator at the furnace outlet. The two coolant control

frames and other elements are listed in Table 5 as Experiment Rack TCS's ORU's.
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TABLE 5. EXPERIMENT RACK TCS ORU'S

ORU

Coolant Inlet Control Assy

Coolant Return Control Assy

Cold Plates

Accumulator Assy

Hose Assemblies

QTY

1

1

3

1

6

FIGURE

42

43

18

44

45

4.2.2 EXPERIMENT RACK PCDS ORU's

The PCDS components in the experiment rack are shown in the schematic of.Figure 4. They

consist of the furnace junction box, the essentials power supply, the furnace power distributor,

current pulsing equipment, and the associated power distribution cables. Each one of these

elements is a potential ORU. Table 6 lists the Experiment Module PCDS ORIYs. The most likely

scenario for a PCDS ORU component change out would bedue to its premature operational failure

and not for a furnace reconfiguration. In the case of reconfiguration the whole rack assembly will

most likely be returned to earth. The planned mission for a particular experiment rack along with

the expected service life estimates for the candidate ORU elements would determine their logistic

status; i.e., stored on orbit or stocked on the ground for immediate manifest or at the

preprogrammed preventative maintenance interval.

TABLE 6. EXPERIMENT RACK PCDS ORU'S

ORU

Furnace Junction Box

Essentials Power Supply

Furnace Power Distributor

CkLrrent Pulsing Equipment

Cable Assemblies

QTY

1

1

1

TBD

:_TBD

FIGURE

46

23

47

TBD

TBD
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4.2.3 EXPERIMENT RACK GDS ORU's

The GDS components in the Experiment Rack are shown in the schematic of Figure 5. There

are a number of components shown in this GDS schematic related to pressure and contamination

control that may be deleted as the SSF/SSFF design is developed further. For this report,

however, all of the elements shown are assumed to exist at this time and to be potential

ORU/SRU's. There has been some modular packaging or grouping made of the schematic

elements that would allow some GDS components to be removed in pretested blocks with QD's or

quick clamps at either end ff desired. The gas supply valve assembly, the relief valve manifold,

and the vacuum valve manifold would be such typical modular units. These elements are ORU's

while the components within the assembly could also be SRU's. The other components in the

GDS could also be removed individually within the time constraints set up for on orbit repairs,

assuming no concerns existed over contamination in the vent system that would prevent opening

that system. Table 7 lists the Experiment Rack GDS ORU/SI_U's.

TABLE 7. EXPERIMENT RACK GDS ORU/SRU'S

ORU

Relief Valve Manifold
SRU: Relief Valves- 2

Press Sensor- 1

Gas Supply Valve Assy
SRU: Solenoid Valve- 1

Check Valve - 1

Hose Assy - 2
QD's - 2

Vacuum F'flter

Vacuum Valve Manifold
SRU: Vacuum Valves - 2

Latch Valves - 3

Vacuum Pressure Sensor

Vacuum Pump

Storage Vessels

Contamination Sensor

Vacuum Accumulator

Hose Assemblies

QTY

1

1

1

1

1

2

(1)
1

TBD

FIGURE

48

49

50

50

51

52

53

TBD

TBD

TBD

4-8



320RPT0009

4.2.4 EXPERIMENT RACK DMS ORU's

The DMS components in the Experiment Rack are shown in the schematic of Figure 6. They

consist of the Furnace Control Unit, the Furnace Acquisition Unit, the Distributed Core Monitor

Unit, bus couplers, and the various DMS signal and control cable assemblies. As was assumed

for the Core, these components are taken as ORU's at the box level, with the possibility of board

level repair in the FCU and FAU, making them SRU's. Because of the safety aspect of the

DCMU this unit will be kept as an ORU only. Further analysis will be needed of all the

components designated as SRU's in the detail design phase to determine if appropriate

reverification of system performance can be made following a board level repair. Table 8 lists the

Experiment Rack DMS ORU/SRU's.

TABLE 8. EXPERIMENT RACK DMS ORU/SRU'S

ORU

DCMU

Bus Coupler

Cable Assemblies

SRU

Furnace Control Unit

Furnace Acquisition Unit

QTY

I

3

TBD

FIGURE

TBD

36

TBD

54

54
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4.3 FURNACE MAINTENANCE / RECONFIGURATION ORU'S

A study has been made in Reference 10 of the various issues related to maintenance and

possible reconfiguration of a furnace module on orbit. The ordy elements of that study which are

relevant to this report are the reliability data and the components/operations which have been

identified for ORU's. Table 9 given below has been taken from that report. It indicates the

elements of the furnace module considered the least reliable and proposes their replaceable on orbit.

Since a special tent must be erected to perform some of the repair operations listed, it remains to be

seem if the SSF Program will permit some of these tasks to take place. For this study it will be

assumed that a decision to manifest an individual ORU element would be made real time with a

reported failure. As a worst case, TBE recommends the program plan into the SSFF support

logistics program change out of the furnace IFEA's once a year, and the full experiment module

rack every four years. If this level of STS flight support (reference Figure 58) could be approved it

would preclude any on orbit repairs except for those which can be performed through the sample

access port. This wiLl obviously inflate the facility logistical resupply mass figures furnished in

Figure 57 and the SSF program may not have the up/down mass available. A cost and technical

trade off of resupply factors versus the on orbit repair operations would be required to determine

the best program approach. _
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TABLE 9 - MODULE 1 ORU ANALYSIS

No. ORU Down
Time

(hours)

1 One sample 40

.

.

.

.

All samples 37

i

Indexing motor 34

Carousei 137

RFM:

• replace 162
• reconfigure TBD

6. RFM plus TBD
carousel

6. FTS drive belt TBD

7. Clear aisle for goal: 60
leak repair sec

Tools and Supplies

PGBX
• Connector Wrench

• Storase cannister
• PGBX

• Connector Wrench

•Two storage carmisters
• PGBX

• Connector Wrench

• Storage cannister
• Cleanroom tent

• Bunnysuit
• Hand tools

• Calibration tool
• Test hoses/cables

• Cleanroom tent

• Bunnysuit
• Hand tools

• Calibration tool

• Test hoses/cables
• Cleanroom tent

• Bunnysnit
• Hand tools

• Calibration tool

• Test hoses/cables
• Cleanroom tent

• Bunny suit
• Hand tools

• Test hoses/cables

Notes

Starting with a hot furnace

Startingwitha cold furnace

Fault detected when

attempting to index samples

Requires cleanroom
conditions

RFM can be ree_nfigured
without removing (changing
adiabatic zone height and/or

adding deleting heat
extraction plate)

Necessary when changing to
new typeof thermacouple

Can be removed from side

Worst case: IFEA
disassembled

Assumptions:
1. Times shown do not include fetch, stow or break times.

2. SACAs are exchanged via SSF Portable Glovebox (PGBX).
3. Cleanroom tent & bunny suit must be used when IFEA is opened.

Hand Tools: Torque wrench, ratchet, 9/16 socket, extension - 10 in., extension - 3 in.,
Allen wrenches - 0.156 and 0.190 in., tube wrenches - 3/8 and 1/2 in.,

diagonal cutters

Training: Familiarity with drawings and procedures; waining in the use of torque wrenches,
staking and safety wire; practice in ORU changeout utilizing GCEL system.
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4.4 CORE COMPONENT RELIABILITY DATA

An effort has been made as part of this study to identify the Mean Time Between Failure

(MTBF) of the purchased hardware components selected by the various subsystems and the

manufactured ORU assemblies which comprise the SSFF facility. It is impossible to be completely

accurate in any type of reliability analysis, and particularly difficult, since almost all of the SSFF

hardware selected has either not been developed, is currently undergoing development, or has not

been used extensively in space before. The numbers given in Table 10 below may appear low in

some eases and as discussed later, an effort has been made to take certain system duty cycle relief

factors into consideration as well as to normalize the numbers with space station estimates. Table

11 shows a comparison of the MTBF estimates given in Reference 7 for space station hardware

which is judged to be comparable to the SSFF components noted. The station factors have not

taken into account the quantity failure factors and an additional column has been furnished to show

this effect.

TBE made a concerted effort to contact all the hardware vendors identified by the subsystem

designers; however, very few had definite reliability data to feed into the analysis. In most cases

the estimates shown are based on hand book values or were vendors best guesses, in those cases

where they were willing to venture a number. MIL-I-IDBK-217E was used as the principle data

source of failure rates for electrical and electronic parts/components. Failure rates for mechanical

and electromechanieal components were obtained from the Nonelectronic Parts Reliability Data

(NPRD-91) published by the USAF Rome Air Development Center. The normalized failure rate

data has been used to construct the spares stocking and logistic resupply plans discussed in Section

5.

Notes To Table 10:

1.) The failure rates noted are based on I,IX_0,000 hours of operation. The quantity failure rate is simply the

individual part rate multiplied by the number of parts in the systf_'. The MTBF is 1,000,000 hours divided

by the quantity failure factor.

2.) The core rack system are assumed to be overhauled after 1Oyears of service to like new condition;

therefore, component MTBFs greater than 10 years will not be tracked further. This does not mean they

would not be ORU's and need to be stocked, but it does indicate their in service failure is much less likely and

where degraded system performance could be tolerated for a period of lime they could be manifested on an as

needed basis.

3.) The core junction boxes are items which would very likely be changed out each lime a furnace is changed.

Their life will therefore be lracked with the experiment rack hardware.
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TABLE 10- CORE COMPONENT RELIABILITY ESTIMATES

Gas Distribution: !Otv

QD's 5

Filters 2

Press Sensors 3

Check Valves 4

Manual Valves 3

Solenoid Valve 4

Regulators 2

Thermal Control:

Heat Exchanger 1

Pump Package 1

QD's 37

Temp Sensors 5

Press Sensors 3

Manual Valves 2

Flow Ctl Valves 2

Flow Meters 2

Cold Plates 10

Check Valves 2

Shut Off Valves 2

Power Cond/Dst:

Manual Breaker 2

RPCM 2

Dist. Box 1

Ess. Pwr Sply 1

Cond. Banks 2

Junction Box 2
i

Data Mana_em't:

Computers 4

Hard Drive 1

Tape Recorder 1

Playback 1

f.ailat.e_.Itm  zj.aUa !
0.445 2.224 449,741.4 > 10.0

7.840 15.680 63,775.5 7.3

23.260 69.780 14,330.7 1.6

0.445 1.778 562,429.7 > 10.0

10.870 32.610 30,665.4 3.5

36.370 145.480 6,873.8 0.8

2.860 5.720 174,825.2 > 10.0

7.880 7.880 126,903.5 > 10.0

83.330 83.330 12,000.5 1.4

0.445 16.450 60,790.3 6.9

0.107 0.535 1,870,907.4 > 10.0

23.260 69.780 14,330.8 1.6

10.870 21.740" 45,998.2 5.3

107.350 214.700 4,657.7 0.5

24.790 49.580 20,169.4 2.3

7.880 78.800 12,690.4 1.5

9.460 18.920 52,854.1 6.0

36.370 72.740 13,747.6 1.6
i

0.076 0.152 6,579,000.0 >10.0

25.722 51.444 19,440.1 2.2

51.444 51.444 19,440.1 2.2

2.858 2.858 349,895.0 > 10.0

36.000 72.000 13,888.9 1.6

(Note 3) -

50.213 200.852 4,978.8 0.6

50.213 50.213 19,915.0 2.3

106.383 106.383 9,400.0 1.1

106.383 106.383 9,400.0 1.1
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TABLE 1

Solenoid Valves

Pump Package

Heat Exchanger

Flow Ctrl Assy*

Cold Plates

RPCM

Computers

Tape Recorder

-COMPARISON OF SSF AND SSFF FACTORS

333,300 (hrs)
(83,325)

31,700

278,000

4S,300
(16,100/8050)

4,000,000
(400,000)

I00,000
(50,000)

39,000
(9,750)

6,900

SSFF MTBF

6,874 (hrs)

12,000

126,904

4,658

12,690

19,440

4,979

9,400

Normalized

20,622 (hrs)

17,520

126,904

14,330

25,38O

38,877

9_750

9,400

Notes:

1.) The SSF numbers in parenthesis is the individual MTBF factor divided by the number of

components of that type in the SSFF system. .:

* - The SSF Flow Conlxol Assembly consists of a flow control valve, a flow meter, and a pressure or a

temperature sensor all in one unit. This closely approximates the SSFF flow control packages in Figures 16

and 17. The numbers in parenthesis represent three components per assembly (16,100) and two assemblies per

rack (8050). The MTBF for a unit like these is difficult to predict since the other components in the package

other than the valves had fairly high factors, therefore a normalized factor has been assumed biased toward

the higher component and station numbers.

2.) The MTBF for GDS solenoid valves has been increased by a factor of three based on the duty cycle being

much lower for the valves than the rest of the SSFF system. The SSF MTBF is assumed to be for 30 year

life valves whse expense may not be justified for the SSFF.

3.)The other elements in the table have been normalized upward by a conservative factor less

optimistic than the station estimates. The others which remained unchanged are simply noted for comparison.
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4.5 EXPERIMENT RACK COMPONENT RELIABILITy

The SSFF subsystems have an extensive complement of equipment which must be located in

the experiment racks for the control and safe operation of the experiment furnaces. The schematics

for the subsystems are given in Secdon 5.0 and the list of experiment rack potential ORU's is

given in Section 4.2. The reliability study of these components follows very closely that made for

the core subsystems in Section 4.4. In fact, many of the same components are found in each rack;

therefore, only the normalized data on experiment rack ORU's will be presented here. As in the

core rack where the MTBF component life of less than ten years was of concern, those

components with MTBF estimates greater than the four year in-orbit service life of an experiment

rack will not be discussed. The facility logistic planning data given in Figure 58 shows that the

racks axe changed out every four years at which time the experiment rack components would be

refurbished before returning to service. The data given in Table i2 has been compiled with that

from Tables 10 and 11 to formulate an approximate estimate to the total facility resupply mass

which would include the routine facility operational materials and equipment and the repair or

maintenance equipment in the form of ORU's. This compiled data appears in Figure 57.

TABLE 12- EXPERIMENT RACK COMPONENT RELIABILITY

Gas Distribution: Otv Normalized MTBF

Filter 1 N/A 2.0

Solenoid Valve 1 29,495 (hrs) 3.1

Vacuum Valves 2 14,330 1.6

Valve Manifold 1 20,633 2.3
I

Thermal Control:

Flow Ctrl Assy 2 14,330 1.6

Cold Plates 3 25,380 _. 2.9
I I

Power Cond/Dst:

Power Distr. 1 38,877 >4.0
I I

Data Mana_em't:

Computers 3 13,000 1.5

Note: The other ORU candidates listed in Section 4.2 and not shown in this table have MTBF estimates in excess

of the required experiment rack four year life.
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5.0 CANDIDATE ORU DATA

This section contains all the figures of candidate ORU's referred to in the previous analysis

of subsystem hardware. The figures indicate the approximate hardware size and weight, less any

packaging which would be necessary to transport the assembly or components as ORU's. A good

many of the items shown are entire trays which, in some cases, could fit within the envelope

defined for SSF stowage rack drawers, reference Figure 55. Other SSFF ORU trays are oversized

or are so unique in design that a special transport frame would be necessary to hold the assembly

and properly support its load reactions for the launch and landing environments. These frames

would be designed to interface to the same rail system provided in the SSF stowage rack

(assuming this same rack configuration will be used on a shared basis to manifest numerous small

station and payload resupply items). The stowage drawers in a portion of the rack would be

temporarily removed for the flight in which the SSFF tray needed to be delivered. If the ORU is to

be stored on orbit and not immediately changed out, then the same interface mounting frame may

have to be temporarily located in a LAB stowage rack unless some other method of temporarily

securing the assembly can be found until the ORU is changed out.

Table 13 and Figure 56 are a preliminary list of the storage items planned for initial

deployment of the SSFF system (core and CGF). Additional storage space would be required as

operational life is accumulated on the facility and the second experiment module is manifested. The

worst ease of the resupply mass estimate from Figure 57 was used to construct the approximate

maximum on orbit storage space need shown in Table 14. There are two times in the facility

histogram ( at 3.5 and 7.0 years) when this storage maximum is reached. A slightly smaller

volume but greater weight event occurs at the 9.0 year point. Figure 57 shows how the resupply

mass would vary over the first ten years of the facility life based on the many assumptions

previously stated. It is also assumed, for this chart, that the system is initially deployed with only

one experiment module and the second is added two years later. The facility would continue to

operate with the two experiment modules up till the 8.0 year point, for this report, it is assumed to

be more economical to finish out the remaining core two years with only one experiment rack. The

experiment rack resupply mass shown in the chart is only for the distributed subsystem equipment,

any furnace peculiar ORU's have not been included. Figure 58 is included to show the facility

phased deployment history (total mass) as a graphic representation of the STS cargo mass which

would be associated with the change out of furnace modules once a year and the change out of the

entire experiment racks every four years.
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TABLE 13 - INITIAL FACILITY SPARES/EOUIPMENT LIST

ITEM

Tape Recorder

Gas Supply Module

TCS Coolant Pump

Sample Cartridge Tray

Tools, Test F_.q,&Misc

15.2 x 42.8 x 64.5

25.8 x 48.3 x 66.4

24.5 x 40.6 x 50.7

13.3 x 48.3 x 76.2

26.7 x 48.3 x 76.2
I I

I ii

W]_IGHT (kg)

41.0

22.5

23.5

14.9

TBD

Note: Reference Figure 56 for a graphic representation of this spares / equipment storage fist.

k

TABLE 14- WORST CASE ON ORBIT STORAGE ESTIMATE

rmM

Tape Recorder

Gas Supply Module

TCS Coolant Pump

Sample Cartridge Tray #1

Sample Cartridge Tray #2

Tools, Test Eq, & Mist

Core Coolant Ctrl Assy

Pwr. Cond. Bank

Exp Rack- Clt In Clrl Assy

Exp Rack- Vacuum Valve

Totals:

15.2 x 42.8 x 66.4

25.8 x 48.3 x 66.4

24.5 x 40.6 x 50.7

13.3 x 48.3 x 76.2

13.3 x 48.3 x 76.2

26.7 x 48.3 x 76.2

17.8 x 39.9 x 54.6

24.1 x 39.9 x 63.5

20.3 x 25.4 x 38.1

10.1 x 10.1 x 20.3

22.2 x 21.6 x 40.6

0.512 cu meters

2 .I_Q2£L0  
41.0

22.5

23.5

14.9

14.9

TBD

12.5

23.6

6.2

2.0

29.0

190.1

k

Note: Reference Figure 57. Data taken from 3.5 and 7.0 year operating points with the addition of a coolant pump

which is stored as a permanent spare. Chart assumes the ORU's could not all be changed in the time frame of the

resupply vehicle visit; therefore the removed hardware is stored for 90 days before return.
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CORE RACK - FRONT VIEW
CAD MODEL

FIGURE 7
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o

C

CORE RACK - SIDE VIEW A-A
CAD MODEL- LEFT BAY

FIGURE 8
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CORE RACK- SIDE VIEW B-B
CAD MODEL- RIGHT BAY

FIGURE 9
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COOLANT RETURN
VALVE ASSEMBLY

HEAT
EXCHANGER

.D PLATES

(Typical)

COC)'LANT CONTROL

VALVE "ASSEMBLY

COOLANT PUMP
ASSEMBLY

I

THERMAL CONTROL SUBSYSTEM (TCS)

FIGURE 10
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ESSENTIALS
POWER
SUPPLY

RE POWER
_TRIBUTOR

RPCM/

CORE ,[ ! (2 ea)
JUNCTION ""
BOX

CORE POWER
CONDITIONERS

(2 ea)

POWER CONDITIONING & DISTRIBUTION SUBSYSTEM
(PCDS)

FIGURE 11
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• GAS CONTROL
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MODULE

GAS DISTRIBUTION SUBSYSTEM (GDS)

FIGURE 12

5-13



320RPT0009

TAPE
RECOR

VIDEO

PROCESSOF

CCU & CMCU

(Hidden)

DROM

CREW.

INTERFACE

I!

HARD DRIVE

DATA MANAGEMENT SUBSYSTEM (DMS)

FIGURE 13
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43.2

15.2

(6.0)

wt - 8.4 kg

(18.5 Ibs)

NOTE: DIMENSIONS IN CENTIMETERS (in.)

COOLANT RETURN VALVE ASSEMBLY

FIGURE 17
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SSENTIALS

OWER
,UPPLY

,lACE POWER
RIBUTOR

STORAGE

VESSELS

PUMP

FURNACE
JUNCTION
BOX

COOLANT
CONTROL

INLET
ASSY

RELIEF VALVE
MANIFOLD

VACUUMFILTER
MANIFOLD

COOLANT RTN
CONTROL ASSY

FURNACE RACK

SUBSYSTEM ARRANGEMENT

FIGURE 40
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20.3

(8.0)

38.1

(15.0)

!4
(lO.O)_

wt 6.2 kg

(13.6 Ibs)

NOTE: DIMENSIONS IN CENTIMETERS (in.)

FURNACE COOLANT INLET

CONTROL ASSEMBLY

FIGURE 42
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39.9

(15.7)

wt~ 6_ kg

(13.6 Ibs)

NOTE: DIMENSIONS IN CENTIMETERS (in.)

FURNACE COOLANT RETURN
CONTROL ASSEMBLY

FIGURE 43
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6.0 ORU OPERATIONAL SCENARIOS /FUNCTIONAL OBJECTIVES

_V

This section of the ORU study report will provide additional insight into the overall on-orbit

resources and astronaut time required for maintenance and repair operations. The functional

objective requirements, normally filled out on a lengthy tabular format, will be presented here in an

abbreviated form for the seven major maintenance tasks as described in Table 15 and in the legend

to Figure 57. This form will be used because there are basically no other dependent operations

(other than the availability of the astronaut time and in some cases the maintenance work station) or

delays necessary, once repairs are initiated. The sequence, therefore, becomes a continuous string

of operations for which a sequential time estimate can be provided. The sequence of steps will all

start from a point in time when the facility has reached a shut down condition. Since there will be a

requirement not to enter a rack with power on in that rack, the shut down most likely can not be

effected until the furnace has completed cool down to the point water flow can be.discontinued. If

repairs are required in the core rack, then it might be necessary for the cool down to have also

reached touch temperature on certain equipment items. The time delay for this has not been

determined, but a note has been made in those cases where it could be considered a factor. The

other human factors and program maintenance aspects of each ORU replacement would require a

considerable more detailed analysis to requirements in References 3, 4, & 5 than can be made

herein.

The maintenance tasks shown in Table 15 were developed fi'om the MTBF data presented in

Section 4.0. They do not include the ORU repairs described for Furnace Module 1 in Reference

10 or the routine operational tasks indicated in Figure 57 which include sample replacement and

tape recorder change out. There will undoubtedly be other unplanned maintenance and repair

operations which have not been taken into account; however for this phase of the facility planning

the seven intervals covered should give a fair idea as to how well the concept meets the "easily

maintainable" requirement. It will also offer insight into failure rates as a function of the degree of

ORU complexity and whether smaller, larger, or more appropriate packaging could be provided. A

strong consideration for on orbit repair seems warranted based on the likelihood of numerous

minor failures at the board level in the more complex electronic assemblies. The FO's reported here

axe all developed based on an assumption that every hardware element is an ORU. Several of the

components noted in Table 15, however, have been designated in Section 4.0 as SRU's and could

conceivably be repaired in orbit. The detail sequence of steps for SRU repairs will not be

developed herein since that approach would have to be agreed to by the SSF program and, in most

cases, requires a greater degree of design development than was required to be produced by this

contract.
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TABLE 15-SSFF ORU FUNCTIONAL OBJECTIVES

FO No.

1

2

3

4

5

6

7

FO Name

Change: a Core Computer

Change: an Experiment Computer

Change: a TCS Flow Ctrl Assy
a Pwr Cond. Bank
an ER Vacuum Valve

an ER Flow Ctrl Assy

Change: the TCS Pump Package
the ER Vacuum Filter

Change: the Gas Ctrl Assy
the Hard Drive
the Pwr Distr. Box

Change: a CR Cold Plate
an ER Cold Plate

Chart e: an RPCM

MTTR

128 rain.

141 mill.

293 rain.*

220 rain.*

296 rain.*

335 rain.

74 rain.

Renair Time Interval

Every 1.25 years

Every 1.50 years

Every 1.75 years

Even 2.0 years

Every i.25 years

Every 3.0 years

* - Indicates operational repair estimates based on the support of two men.
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[_O___llllnl_gz_ - Change Out Of A Core Computer/Electronics Box

This task could include either the change out of the CCU (Figure 38), the CMCU (Figure

39), the Monitor/keyboard (Figure 30), or the Contamination Electronics (Figure 28). The video

processor and the tape playback would be additional electronics elements that would reduce the

potential service life interval further ff they are included in the facility outfitting. Since the first two

experiment modules will not need these system they have been left out of the resupply mass

estimates and this section. For the follow time estimate replacement of the CCU has been taken as a

representative mean average computer replacement operation by one man.

/k_ Time Est.(min)

1 Remove tools and mobility restraints from storage and affix 20.0

to adjacent rack for repair operations. Prep replacement CCU.

Release core rack upper latch and rotate rack down. 1.0

Remove one rear access panel on the CCU side and stow. 8.0

Remove the left side access panel and stow. 8.0

Disconnect CCU power and data interface cables, secure from 6.0

interference with box removal.

Unbolt CCU from its cold plate. Attach handling strap and maneuver 10.0

from rack. Secure in temporary location.

Take replacement unit and locate on cold plate. Using a torque 15.0

wrench torque bolts to required value.

Carefully checking cable ID's and keying, reinstall . power and 10.0

data connections to new unit.

Check rack interior for any anomalies, replace rear access panel 15.0

and torque captive fasteners.

Replace side access panel and torque fasteners. 12.0

Rotate rack back upright and engage latch. 1.0

Stow the tools and repair equipment. 12.0

Check out replacement unit on next power up. - ....

2

3

4

5

7

9

10

11

12

13

Total M'I'IR 128.0
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FO NUMBER 2 - Change Out Of An Experiment Rack Computer

This task would include either the change out of the FAU / FCU (Figure 54) or the DCMU.

The DCMU is assumed to be located below the experiment rack support beam and is packaged in a

box similar to the essentials power supply shown in Figure 23. For the foUowing time estimate,

change out of the FCU is assumed to be a reasonable mean representative of this group and is

based on one man operations.

AgLxi 
1 Remove tools and mobility reswaints from storage. Affix MR 30.0

to adjacent rack for repair operations. Prep replacement FCU

and tools in Maintenance Workstation.

Release furnace rack upper latch and rotate rack down.

Remove rear access panel on side of FCU and stow.

Disconnect TCS lines from FCU cold plate.

DisconnectFCU power and datainterfacecables,securefrom

interference with box removal.

Unbolt FCU support plate assembly from the rack mount fzame.

Attach handlingstrap and maneuver from racL

Transportassembly tothemaintenance work station.Installin

work restraints.

Unbolt FCU from cold plate/support plate assembly and install

replacement unit using a.torque wrench to tighten fasteners.

Using handling strap return assembly to rack mounting location.

ReinstaU plate assembly observing required orientation.

Carefully checking cable ID's and keying, reinstall power and

data connections to new unit.

Reconnect TCS coolant lines.

Check rack interior for any anomalies, replace rear access panel

and torque captive fasteners.

Rotate rack back upright and engage latch.

Stow the defective unit and repair equipment.

Check out replacement unit on next power up.

2 1.0

3 8.0

4 0.5

5 5.0

6 8.0

7 10.0

8 20.0

9 20.0

10 10.0

11 0.5

12 15.0

13 1.0

14 12.0

15 ......

Total MTI'R 141.0
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FO NUMBER 3 . Change Out Of 1.75 Year Core Rack And Experiment Rack

Components

This task would include the change out of two components in both the core and experiment

racks. The operations will be assumed to be performed in series starting with the core rack. The

TCS Coolant Control Valve Assembly (Figure 16) and a Power Conditioning Bank (Figure 24)

are the two elements to be changed in the core. The Furnace Coolant Inlet Control Assembly

(Figure 42) and one of the two Vacuum Control Valves shown in the manifold (Figure 50) are

assumed to be the experiment elements to be replaced. Figures 10, 11 & 40 are helpful in finding

the location of these components within the two racks. For the following time estimates, change

out of the units is assumed to be by twomen in series operations.

_ Time Est.(min_

1 Remove tools and mobility restraints from storage. Affix MR's 35.0

to adjacent racks (to core) for repair operations. Prep replacement

Coolant Control Assembly (remove from stowage drawer and

secure in work area).

Remove cover plates on the core rack at the two tray locations and 6.0

secure out of the way.

Disconnect the power and control lines at the fi'ont connector plate 4.0

of the power bank and secure out of the way.

Release the core rack upper latch and rotate rack down. 1.0

Remove the rear access panels on both sides and stow. 12.0

Disconnect TCS lines from the coolant valve assembly and the 4.0

power bank cold plates and stow out of the way.

Disconnect the power and data lines from the coolant tray 6.0

and the four power bank output lines.

Rotate the core rack back to the uptight position. 1.0

From the front of the coolant tray release the two way locking screws 4.0

and being careful not to catch any lines pull the tray forward fill its

catch is engaged,

Disconnect the coolant way from its slide support brackets, and using 8.0

a handling swap maneuver it to the stowage drawer.

Pick up the replacement tray from its secured location and install on 12.0

the slides torqueing the fasteners to the required value.

4

5

6

7

8

9

10

11
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FO NUMBER 3

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

(con_,)

Feeding the attached hose(s) thru the rack, slide the tray in and

secure the slide's locking fasteners.

Release the power conditioning tray locking fasteners and slide that

tray out till its catch engages.

Release the fasteners holding the bank to the slide support brackets.

Lift the bank free of the rack with a handling strap and carry to the

storage location. Exchange this bank with the replacement.

Install the new bank reversing steps 13 and 14.

Reinstall the power connectors on the front panel of the bank.

Fold the rack down and reinstall the connectors and coolant lines

on the rear of the bank and coolant control tray.

Inspect the rack interior for any anoh_tlies, then reinstall the rear

access panels and the front close out plates.

Moving the work restraints to the racks adjacent to the experiment

rack, fold the rack down and remove the rear access panels.

Disconnect the coolant lines and the power and data connector from

the Coolant Inlet Control Assembly.

Unbolt the Coolant Inlet Control Assembly from the rack mount

frame. Attach handling strap and maneuver from rack.

Remove the power and data lines from the vacuum valve to be

replaced.

Remove the two end clamps from the valve and remove it from

the rack.

Transport the faulty assemblies to the stowage rack and exchange

with the replacement units.

Reinstall the new units reversing steps 21 - 24

Check rack interior for any anomalies, replace rear access panel

and torque captive fasteners.

Rotate rack back upright and engage latch. Stow the repair

equipment.

Check out replacement units in both core and experiment racks

on next power up.

Total MTTR

Time Est.(min)

6.0

4.0

6.0

10.0

15.0

6.0

12.0

25.0

30.0

8.0

6.0

1.0

4.0

12.0

25.0

15.0

15.0

293.0
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FO NUMBER 4 - Change Out Of Core Rack Coolant Pump And Experiment Rack

Vacuum Filter

This task would involve the change out of components in both the core and experiment racks.

The operations will be assumed to be performed in series starting with the core rack. The TCS

Coolant Pump Assembly (Figure 15) in the core, and the Vacuum Filter shown in the manifold

(Figure 50) arc assumed to be replaced every 2.0 years. Figures I0, & 40 are helpful in finding the

location of these components within the two racks. For the following time estimates, change out

of the units is assumed to be by two men in series operations.

Activity Time Est.(rain)

1 Remove tools and mobility restraints from storage. Affix MR's 30.0

to adjacent racks (to core) for repair operations. Prep replacement

Coolant Pump Assembly (remove from stowage drawers and

secure in work area).

Remove cover plate on the core rack at the pump tray location and 4.0

secure out of the way.

Disconnect the power and control lines at the connector plate on the 4.0

pump and secure out of the way.

Release the core rack upper latch and rotate rack down. 1.0

Remove the rear access panel on the pump side and stow. 6.0

Disconnect TCS lines from the coolant pump assembly and secure. 6.0

Rotate the core rack back to the upright position. 1.0

From the front of the pump tray release the two tray locking screws 4.0

and being careful not to catch any lines pull the tray forward fill its

catch is engaged.

Disconnect the coolant tray from its slide support brackets, and using 8.0

a handling strap maneuver it to the stowage drawer.

Pick up the replacement tray from its secured location and install on 12.0

the slides torqueing the fasteners to the required value.

Feeding the attached hose(s) thru the rack, slide the tray in and 6.0

secure the slide's locking fasteners.

Reinstall the electronic connectors on the front panel of the pump. 5.0

Fold the rack down and reinstall the rear coolant lines. 10.0

Inspect the rack interior for any anomalies, then reinstall the rear 15.0

access panel and the front close out plate.

2

3

4

5

6

7

8

9

10

11

12

13

14
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FO NUMBER 4 (cont.)

15 Moving the work restraints to the racks adjacent to the experiment

rack, fold the rack down and remove the rear access panels.

16 Disconnect the inlet and outlet lines from the filter housing assembly.

17 Unbolt the filter from the rack mount frame. Attach a handling strap

and maneuver from rack.

18 Transport the faulty assembly to the stowage rack and exchange

with the replacement uniL

19 Reinstall the new unit reversing steps 16, and 17.

20 Check rack interior for any anomalies, replace rear access panel

and u)rque captive fasteners.

21 Rotate rack back upright and engage latch. Stow the repair

equipmenL

22 Check out replacement units in both core and experiment racks

on next powered up operation.

12.0

20.0

15.0

15.0

Total MTFR 220.0
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FO NUMBER 5. Change Out Of Core Rack Gas Control Assembly, Hard Drive,

And Power Distribution Box

This task would involve the change out of components only in the core rack. The GDS Gas

Control Assembly (Figure 29), the Hard Drive (Figure 32), and the Power Distribution Box

(Figure 22) are assumed to be replaced every 2.25 years. Figures 11,12 & 13 are helpful in f'mding

the location of these components within the rack. For the following time estimates, change out of

the units is assumed to be performed by two men in series operations.

1 Remove tools and mobility restraints from storage. Affix MR's 30.0

to adjacent racks (to core) for repair operations. Prep replacement

Gas Control Assembly (remove from stowage drawers and

secure in work area).

Open the access door in the face of the Gas Control Assembly 4.0

face plate and disconnect the gas supply QD.

Remove the cover plates on the core rack at the hard drive and 6.0

power distributor locations and secure out of the way.

Release the core rack upper latch and rotate rack down. 1.0

Remove the rear access panels and stow. 12.0

Disconnect TCS lines from the power distribution tray assembly and 4.0

the hard drive tray and secure.

Disconnect the power and data lines from the each of the three trays 8.0

(components) to be serviced and secure appropriately.

Rotate the core rack back to the upright position. 1.0

From the front of the gas tray release the tray locking screws 4.0

and careful pull the tray slides forward till its catch is engaged.

Disconnect the gas tray from its slide support brackets, and using 8.0

a handling strap maneuver it to the stowage drawer.

Pick up the replacement way from its secured location and install on 12.0

the slides torqueing the fasteners to the required value.

Slide the tray in and secure the face plate's locking fasteners. 6.0

Working through the panel opening, unbolt the hard drive from 6.0

its cold plate and instaU a handling strap.

Transport the faulty assembly to the stowage rack and exchange 12.0

with the replacement unit.

2

3

4

5

6

7

8

9

10

11

12

13

14
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FO NUMBER 5 (cont.)

15 Install the new unit torqueing the mounting fasteners.

16 Release the distributor tray locking fasteners and slide that

tray out till its catch engages.

17 Unbolt the tray from its slide support brackets and install a handling

strap.

18 Transport the assembly to the maintenance work station. Install in

work restraints.

19 Release the two RPCM locks and using a tool handle jack them off

the distributor connectors.

20 Unbolt the distributor from its cold plate.

21 Transport the faulty assembly to the stowage rack and exchange

with the replacement unit.

22 Reinstall the new distributor and RPCM's on the tray assembly

and return the tray to the rack slides.

23 Slide the tray in and secure the locking fasteners.

24 Rotate the rack down again and carefully reconnect the power

and data lines to the three tr,lys.

25 Reconnect the TCS coolant lines to the two electronics trays.

26 Check rack interior for any anomalies, replace rear access panels

and the front close outs, torqueing the captive fasteners.

27 Rotate rack back upright and engage latch. Stow the repair

equipment.

28 Check out replacement units on next powered up operation.

Tim¢ Est.(rain)

10.0

4.0

8.0

8.0

6.0

8.0

15.0

60.0

6.0

15.0

2.0

25.0

15.0

m

Total MTI'R 296.0

6-10



320RPT0009

FO NUMBER 6 - Change Out Of A Core Rack And Experiment Rack Cold Plate

This task would involve the change out of components in both the core and experiment racks.

The operations will be assumed to be performed in series starting with the core rack. Statistically i

is felt at least one typical TCS Cold Plate Assembly (Figure 18) in each rack will develop a

problem requiring its replacement every 3.0 years. Figures 10 & 40 axe helpful in finding the

location of these components within the two racks. For the following time estimates, change out

of the units (one under the CMCU and the other under the FAU) is assumed to be performed by

one man in a series operation.

Amx Zimc_F.g2Jz 

1 Remove tools and mobility restraints from storage. Affix MR's 30.0

to adjacent racks (to core) for repair operations. Prep replacement

Cold Plate Assembly (remove from stowage drawer and secure

it in the maintenance work station).

Remove the cover plate on the core rack at the CMCU tray location 4.0

and secure out of the way.

Disconnect the TCS coolant lines at the front of the cold plate and 3.0

seeure out of the way.

Release the core rack upper latch and rotate i'a_k'iSown. 1.0

Remove the rear access panel on the CMCU side and stow. 8.0

Disconnect the other TCS line from the cold plate along with 20.0

the power and data lines to the CMCU and secure.

Rotate the core rack back to the upright position. 1.0

From the front of the tray release the two tray locking screws 4.0

and being careful not to catch any lines pull the tray forward till

its catch is engaged.

Disconnect the entire tray from its slide support brackets, and using 10.0

a handling strap maneuver it to the maintenance work station.

Unbolt the CMCU from the cold plate/tray and secure it. 6.0

Unbolt the cold plate from the tray backing plate and replace it with 20.0

the new unit. After capping the defective plate stow it in a sealed

bag and place it in storage for return to Earth.

Reinstall the CMCU and carry the assembly back to the rack. 12.0

Reinstall the tray on the slide supports and stoic the tray securing 20.0

its locking screws.

4

5

6

7

8

10

11

12

13
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FO NUMBER 6 (cont.)

14 Reinstall the front TCS coolant line, rotate the rack down and

reinstall the rear coolant line.

15 Ca_fully reconnect the power and data connectors on the CMCU.

16 Inspect the rack interior for any anomalies, then reinstall the rear

access panel, rotate the rack and install the front close out plate.

17 Moving the work restraints to the racks adjacent to the experiment

rack, fold the rack down and remove a rear access panel.

18 Disconnect the inlet and outlet lines from the FAU cold plate.

19 Disconnect the power and data lines from the FAU and secure.

20 Unbolt the FAU assembly from the rack mount frame. Attach a

handling strap and maneuver from rack.

21 Transport the faulty assembly to the maintenance work station.

22 Remove the FAU from the cold plate.

23 Remove the cold plate from the structural mounting plate.

24 Install the new unit reversing steps 21, and 22, and 23.

25 Install the repaired assembly on the mount frame and reconnect

the power and data lines.

26 Reconnect the coolant lines to the cold plate.

27 Check rack interior for any anomalies, replace rear access panel

and torque captive fasteners.

Rotate rack back upright and engage latch. Stow the repair

equipment.

Check out replacement units in both core and e_nt racks

on next powered up operation.

Total MTTR

28

29

Time Est,(min)

4.0

• 30.0

20.0

25.0

1.0

10.0

6.0

10.0

6.0

8.0

20.0

25.0

1.0

15.0

15.0

335.0
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FO NUMBER 7 - Change Out Of A Core Rack RPCM

This task would involve the change out of one of the two RPCM's in the core rack. MTBF

data in Section 4.0 estimated one of the RPCM Assemblies (Figure 21) will develop a problem

requiring its replacement after approximately 4.5 years of service. Figure 11 is helpful in finding

the location of these components within the rack. For the following time estimates, change out of a

unit is assumed to be performed by one man.

1 Remove tools and mobility restraints from storage. Affix MR's 30.0

to adjacent racks (to core) for repair operations. Prep replacement

RPCM Assembly (remove from stowage drawer and secure

it in the work area).

Remove the cover plate on the core rack at the RPCM tray location 4.0

and secure it out of the way.

Release the RPCM latch and using the handle tool jack the defective 10.0

unit off the distributor connector. Stow the unit for shipping.

Align the replacement unit with the guide rail and using the handle 8.0

jack the unit onto the distributor connector. Lock it in place and

remove the handle.

Check rack interior for any anomalies, replace the front panel 10.0

and torque captive fasteners.

Stow the repair equipment. 12.0

Check out the replacement unit on the next powered up operation. - ......

Total MTTR 74.0

2

4

7

8
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1.0 SCOPE

The purpose of the work performed under this study task was to develop a
conceptual design for inter-rack fluid and electrical connections in the Space
Station Furnace Facility (SSFF), and to demonstrate the feasibility of the
concept. This report summarizes the concept design and trade studies, the
construction details for the demonstration unit, and test results from the

demonstration unit. The contract statement of work paragraph covering this
effort follows:

"The development model must demonstrate and prove the feasibility of the
inter-rack connections dictated by the SSFF conceptual design. It may
be necessary to build a separate demonstrator to prove the feasibility
of the inter-rack connections."
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2.0 EXECUTIVE SUMMARY

During this study Teledyne Brown Engineering (TBE)started with the
complement of typical furnaces listed in the Science and Capability
Requirements Document (SCRD) and the SSFF conceptual design as a baseline
for services interconnections. This baseline used the concept of providing
separate services to each experiment. When it became apparent that this
baseline would not fit in the space allowed, a reduced-connection complement
of services was developed that met the services requirements of the
experiments, but shared the interconnections. This interconnect concept was
implemented in a demonstration unit, which was used to determine the
feasibility of the design approach.

Key issues in the concept design were providing an adequate cable count for
payload power and data lines, and creating a realizable and maintainable
design. The technical risk area which demanded development of a physical
model to prove the interconnect system functionality was the requirement
that Space Station racks be capable of being tilted out rapidly for access to the
pressure hull behind the racks. Previous inter-rack cabling designs, such as
those used on the Spacelab, are fixed in place and do not permit on-orbit
behind-rack access without time consuming cable and fluid line removal. SSFF
is a critical application of tilt-out compatible interconnects, due to the nature
of the attached payloads. Most furnaces will contain sufficient energy during
operation to represent a significant hazard if coolant flow were suddenly
interrupted. The SSFF inter-rack connection architecture, then, should accept
rack tilt-out without severing service connections to the experiment or to the
other essential station services.

I

The concept design developed meets all defined functional requirements. No
technology development will be required to perform detail design and
fabrication of the SSFF rack interconnect design selected.
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3.0 RACK INTERCONNECT SYSTEM REQUIREMENTS

3.1 Trade Study Summary

The first rack interconnect design developed by the TBE study team provided
all available station services to as many as four concurrent experiments.
Down-sizing of the station reduced the number of concurrently served
experiments from four to two, and eliminated inert gas, high purity water, and
waste gas handling services from the station service complement. The
interconnect team reduced the complexity of the core facility design to reflect
the simplified system requirements, and began laying out connector panels to
support the remaining services. This first detailed layout required forty six
(46) connectors on the core rack interface panel. It was judged to be unusable
due to space restrictions on connector panels.

Several alternative layout schemes were considered in order to provide the
required complement of fluid and electrical connections. All these
architectures have in common that their connector panels exceeded the
available rack panel space, and that the connectors were spaced too tightly to
comply with human factors/serviceability requirements.

Based on analysis of the limited space available for connectors and additional
data regarding changes to the space station service connection and rack
design, the TBE rack interconnect design team developed a reduced connection
set, intended to provide the service connections needed by experiments
without violating space limitations or maintainability requirements. These
layouts disclosed that adequate spacing of connectors and fluid fittings on the
SSFF would require the equivalent area of three standard rack interface panels
Figures 3.1-1 and 3.1-2 show layouts of connector panels to accept the
identified interconnects on the core rack and experiment sides, respectively.
Since the SSFF core payload rack must contain a substantial amount of
electronic and Environmental Control System (ECS)/fluid system components,
it is apparent that the lower half of the rack cannot be dedicated to
interconnect panels. Also, the height required by a full-width connector
panel on the payload rack would preclude mounting a full-height payload in
the facility.

Two scrubs were made of the rack interconnect system to minimize the
number of electrical and fluids i6terconnects between racks. These scrubs also

changed the configuration of the experiment interconnect panels, so that the
necessary mechanical and electrical connections could be accepted without
using up rack height which may be needed by an experiment.

The first, scrub further eliminated available SSF services which were unlikely
to be needed by the SSFF Payloads, and responded to the deletion of the low-
grade waste gas vent service. This scrub resulted in the connection list shown
in Table 3.1-1 and the core rack interconnect layout shown in Figure 3.1-3.
This layout occupies two half-width interface panels.
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Table 3.1-1 Scrubbed SSFF Interconnect Summary
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Significant space and volume reductions were made by assuming distributed
signal processing at the experiments, so that the core facility could receive
necessary operations data over a single cable, rather than the five such cables
required by experiments such as the Crystal Growth Furnace (CGF) furnace.
This reduction reflects a change in SSFF service philosophy - instead of taking
all possible signals in from any experiment and processing them in a core
rack computer, the SSFF core would receive pre-processed data from
experiment-side electronic interface units. The core computer could send
time-line commands through an identified data interface to the experiment-
side controller. Electronics at the experiment rack would provide signal
conditioning and experiment specific control signals.

Since materials processing experiments typically operate with rather long
time constants, multiplexing the telemetry from each experiment causes no
problems with data acquisition rates, and reduces interface complexity. This
would also place the signal conditioning circuits close to the experiment,
which reduces system error due to electrical noise and line losses, particularly
for low-level signals such as those from thermocouples and low-speed
tachometers.

The second major reduction in the rack interconnect architecture was on the
fluid connectors. The coolant and gas supply lines for the two supported
experiments were placed in parallel, so that single ports are used at the core
rack to supply both attached experiments.

3.2 SSF Service Interface Requirements

The SSFF will access virtually all available SSF services, including coolant,
pressurant, vacuum, power, fire detection/suppression, fiber data bus, and
video services. The rack interconnect design interfaces with those services at
the common rack interface panel located at the base of the rack structure, as
defined in SSP-41002-1. No exceptions were taken to the Space Station
International Standard Payload Rack (ISPR) utility panel location or layout, as
shown in Figures 3.2-1 and 3.2-2 .
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Rack Dynamic Envelope

)

Figure 3.2-1 Space Station Utility Panel Location
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3.3 SSF Structural Interface Requirements

Structural interfacerequirements for the SSFF payload rack complement were

taken from SSP 41002, Draft 12. Figure 3.3-I depicts the required rack rotation

axis and latch locations.For the SSFF rack interconnectdefinitionstudy,
structuralhard point locations were not an issue. The rack interconnect

simulator developed in this study accurately models the position of the rotation

axis and the lower portion of the three SSFF racks. The principaldesign issue

addressed with respect to the mechanical attachment locations was accurate

modeling of the rotation axis and kinematics. Accurate rack model geometry

assures that interconnect component locations and behavior during rack
tiltoutand return are representativeof on-orbit behavior in the station.

A principal structural issue in developing the rack interconnect design for
the SSFF was maintaining the ability to rotate the racks out for behind-rack
access. The lower structure of SSF standard racks is continuous along the floor
interface. Any interconnect lines in this area would interfere with rack
structure during a single rack tilt-out. This ruled out above-floor interconnect
routing for standard SSF racks, while below-floor routing was precluded b3;
SSF restrictions, and access for on-orbit changeout.

At the same time that the finding was made that SSF standard racks would not
permit rack-to-rack cabling, other portions of the SSFF study team determined
that SSF standard racks could not support some of the identified SSFF payloads.
Based on these findings and system requirements, the SSFF team developed a
new rack concept design. This rack design is modelled in the SSFF rack
interconnect demonstrator, and includes an open structure area at the front
bottom of each rack, reserved for inter-rack cabling and plumbing. The open
structure feature permits rotation of any SSFF rack independently of the
others. As installed in the demonstrator, service loops are adequate to permit
rack rotation without any manipulation or disconnection of inter-rack
services.
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3.4 Services Interface Requirements

The SSFF Core facility will support attached experiments through a defined set
of service interfaces. Since no Interface Control Document (ICD) was available

for the SSFF, a study was performed to determine the anticipated service
interface requirements. These services fall into three broad categories:

1. Electrical power, both conditioned and unconditioned;
2. Signal interfaces, analog and digital;
3. Thermal/fluids interfaces, including ECS coolant, purge gas, and vacuum

vent services.

In addition to the services which are necessary to operate the materials
processing payloads, there are other services which may be desired or
required. The SSF Fire Detection and Suppression (FDS) may be required for all
payload racks, for example, and some experiments may requires access the
video service. The rack interconnect system should provide payload access to
these services, in addition to the basic services required for experiment

operation. Table 3.4-1 summarizes the initial list of identified electrical and
fluid interfaces between the SSFF and the SSF.

Table 3.4-1, SSF Service Connection Summary

_SE__E.car.i_ Number of Cables

ar__Elai.cL_l,Ja_

Primary Power 1
FDDI I

Video

Timing Data

Gaseous Nitrogen
Vacuum Vent Resource 1

Coolant 2
1Fire Detection/Suppression

Once a practical layout had been established for the core facility rack,
attention was turned to the interconnect architecture at the furnace

experiment stations. Review of the design requirements disclosed that larger
experiments, such as the CGF, may occupy the volume reserved in standard
space station racks for connector panels. Based on this finding, the rack
interconnect design futher evolved, splitting the interconnect panels at the
experiments into two smaller panels, located on either side of an experiment
apparatus container. This configuration is shown in Figure 3.4-1, and resolves
conflicts between experiment services requirements and the volume
limitations and maintainability requirements imposed on the furnace facility
design team.
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In addition to the evolution in the connector panels for SSFF interfaces, a
study was performed to develop a design for placing interconnection cables
and lines between' racks without interfering with single-rack tiltout. Early in

this study it became apparent that the interconnect cabling was incompatible
with the combination of standard SSF racks and the requirement for single
rack tilt-out. At the same time, work on the SSFF demonstration article
established that interface requirements between the core and experiment
racks would preclude use of the standard SSF rack for the furnace facility.

In developing SSFF system interconnect requirements, the CGF and
Programmable Multi-Zone Furnace (PMZF) payloads were used as baseline
requirements drivers. The CGF is a large and heavily instrumented payload,
and thus places demands on data and control interconnections. The multiple
independently controlled heater zones in the PMZF required a large number of
separate heater power and temperature sensor connections. As flown on the
Spacelab, the CGF required close to 'one hundred signal pairs for
telemetry/control and a dozen circuits for power transfer to the furnace
assembly. It also has extensive ECS and vent/purge plumbing. Initial SSFF rack
interconnect layouts were drawn to accommodate the entire CGF interconnect
complement, plus providing adequate power cabling to support PMZF
requirements. The initial interconnect design also provided for access to space
station services which are not utilized in the CGF/Spacelab installation. These
extra SSF interfaces included high purity water, station-supplied inert
pressurant (nitrogen), and video services.

3.5 Rack Tilt-Out and Access Requirements

In addition to providing hoses and cables to convey SSF services to the furnace
facility experiments, the rack interconnect system must permit tilt-out of any
of the SSFF racks. Tilt-out is required for service access to rack-mounted
equipment, and for contingency access to the pressure hull area behind each
rack. The design driver for the system was a requirement that rack tiltout
should be possible without disconnecting any of the rack services to prevent
any furnace damage. A specific SSF objective applied to all rack-mounted
payloads requires that the rack must be capable of rotating approximately
ninety degrees within' sixty seconds. Crew-applied forces to accomplish the
tilt-out should not exceed established human factors limits for crew members.

Analysis was performed to predict the force profiles required to accomplish
the required rack tilt-out and re-stow. In order to provide an adequate safety
margin, thirty seconds was chosen for the analysis and design. Tiltout forces
which must be overcome by the crew come from three separate sources. First
is the mechanical friction in the rack rotation bearings. Since these bearings
will be essentially unloaded on orbit, these frictional forces should be rather
small, and were therefore neglected. The remaining resistive loads are those
due to the interconnect system stiffness and hysteresis, and the inertial loads
induced as the racks are rotated.

In this study, rack inertial loads were calculated by analysis, based on the
kinematics of the rack rotation and assumed mass properties of the payload
and core racks. Table 3.5-1 shows the mass and CG assumptions made in this
analysis. Figure 3.5-1 shows the forces required at the core rack to overcome
inertial effects during tiltout, and Figure 3.5-2 shows the tihout sequence. Due
to the relatively long time (30 seconds) allowed for tiltout, inertial forces are
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low, never exceeding two pounds. Details of the kinematic analysis may be
found in Appendix D.

Table 3.5-1 SSFF Mass Properties Used in Kinematic Analysis

SSFF Furnace Support Structure Rack (including CGF)

Weight: 1150 lb -20.75 in

-17.5 in
O3z_ +24.0 in

Ix=730729 lb-in^2

Iy=778382 lb-in^2
Iz=282444 lb-in^2

SSFF Furnace Core Rack

Weight: 1540 Ib OCa_ -20.75 in

CGy= -17.5 in
(Xtz= +40.0 in

Ix= 978542 lb-in^2

Iy= I042355 lb-in^2
lz= 378230 lb-inn2

The interconnect (cable and hose) stiffnesswas determined by physical

modeling and testof the interconnectsystem. Mockups of the SSFF rack bases

were fabricated,and complete interconnect systems installed.The rack bases

were counter-balancedto minimize forces due to gravity. Tests were run with
the hoses both pressurized and unpressurized, to determine whether the
operational condition of the fluid systems had a significant affect on the
tilt-out forces. The maximum moment applied to any SSFF rack at any point in
tilt-out was found to be less than 150 inch pounds, equivalent to a three to four
pound force applied at the upper rack structure. These results, including
measured torque data may be found in Section 5.2.. Details of the rack model
and tilt-out tests may be found in Appendix A.
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4.0 RACK INTERCONNECT SYSTEM CONFIGURATION

The rack interconnect system provides all necessary services for the SSFF.
Interconnect features were standardized to model SSFF experiment developers
defined interfaces with the core facility for electrical power and signals, ECS

fluids, and pressurants.

4.1 SSF Services

The SSFF obtains services from the SSF through the ISPR panel and an
interface panel located at the base of the rack, as shown previously in Figure
3.2-1 and 3.2-2.

4.2 Electrical Power/Data Services

The SSFF will supply conditioned power to the experiments through the rack
interconnect cabling and connectors. The rack interconnect demonstrator
provides for up to 32 separately controlled furnace heaters, along with
unconditioned power to operate the experiment systems. Command/control and
telemetry data are transferred through a signal cable between each
experiment and the core rack. Experiment power is delivered from the core
rack through twelve gauge cables, and prime power to the core rack is
accepted through four gauge cable sets. Figure 4.2-1 is a block diagram of the
SSFF electrical interconnect service system.

All of the rack model electrical connectors are MS 24473, MS 3474 and MS 3476

types, identical to current usage on Spacelab experiments. M 27500 and 22759
wire types were used for cable assemblies, with construction similar to current
Spacelab experiment practice. Cable assemblies are contained in flexible
conduit, the only major design change from previously flown hardware. The
flexible conduit design provides electrical shielding to the cable bundles and
protects the cabling from abrasion and puncture hazards during rack tilt-out.
The conduit-contained cable bundles do not have to be laced at intervals, as

would be required for open cables, which results in lower cable bending
stiffness and in smaller permissible bend radii.

4.3 Thermal Conditioning System

The rack interconnect demonstrator provides water coolant lines capable of
delivering sufficient coolant to the two experiments. These lines are three-
eighths-inch flexible hoses, with teflon liners and stainless steel overbraid.
Thermal Control System (TCS) hoses on the demonstrator terminate in form-
only models of the proposed interconnect quick disconnects. Functional quick
disconnect fittings are available and were selected but not used in the
demonstrator due to high cost and long lead times to delivery. The quick
disconnects modeled are capable of 2,000 psia working pressure, and when
disconnected close off both male and female ends without leakage. This design
will permit on-orbit replacement of hoses without zero-g cleanup of working
fluids. Figure 4.3-1 is a block diagram of the SSFF Fluid Interconnect system.
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4.4 Pressurant/Vent System

One-quarter-inch flexible hoses, with teflon liners and stainless steel

overbraid are used for the pressurant (Argon) supply hoses, and one inch
hoses make up the vacuum vent interconnect. Due to limited bend radius of the
one-inch size hoses, some rigid fittings are used in the vacuum vent
interconnects. The pressurant/vent system also uses double-ended-shutoff
quick disconnects similar to those installed in the coolant system.
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5.0 DEMONSTRATION TEST ARTICLE

A demonstration test article was constructed to determine whether the

proposed interconnect architecture could function within the confines of a
SSF module installation.The testarticlewas used to verify cable and hose

routing, access to connectors, panel layout, and operating forces.

5.1 Physical Description

The test article models the lower one-third of the core facility and two racks.
Only the lower portion of the racks was modeled in detail, since the upper
portions are not affected by the interconnect design. SSF ISPR interface plate
position and rack pivot points are precisely modelled. Figure 5.1-I shows a
representation of the test article assembly which illustrates the
interconnections in the SSFF concept model.

Counterbalances were installed on the core rack and one experiment rack to
permit measurement of forces due to cable and hose flexure separate from
mass loading of the interconnects. These balance weights placed the center of
gravity of the test article near the rack rotation axis when the racks were in
the normal operational position. Cable and hose flexure cause a change in the
CG location during tilt-out, so that the counterbalance becomes less effective as
the racks are rotated out.

5.2 Test Results

Figure 5.2-1 summarizes the torques measured during testing of the rack
interconnect demonstrator. The highest torque recorded for either tested rack
was less than two hundred fifty inch-pounds. This translates to approximately
a five pound force applied at a rack handle located fifty inches from the
rotation axis. The test overstates on-orbit torques due to two effects. First, the
loss of counterbalance accuracy during tiltout resulted in unrealistic gravity
loads. Second, measured torques include bearing friction due to the weight of
the payload on the rack pivots. Even though the measured torques exceed
expected on-orbit values, no human factors force limits were violated during
any rack tiltout operation. The conclusion from testing is that the rack
interconnect design presented is suitable for use on the space station from a
human factors standpoint.

All connectors were found to be accessible for service change-out, and cables
and hoses could be removed from the system without difficulty. With the
single exception of the vent hose, all interconnect components had acceptable
bend radii at any rack position. A complete test report may be found in
Appendix A.
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6.0 CONCLUSIONS

The design developed for SSFF interconnection systems is feasible and
represent low development risk for the program. No exceptions need be taken
to any SSFF or SSF technical requirements to incorporate the design modeled
in the SSFF rack interconnect demonstration unit.

6.1 SSFF Interconnect Architecture

The SSFF inter-rack connection system as designed for this study requires the
use of SSFF specific experiment racks. The SSFF specific experiment racks are
designed to permit rack tilt-out with the inter-rack cabling and fluid
connections in place, as well as to accept full-size furnace payloads. The SSFF
interconnect system uses flight-proven hardware designs for electrical
wiring and connectors and fluid connections. The electrical cables will be
housed in flexible conduit, a low-risk improvement over established design.
The fluid systems connectors selected in this study are used in other fi.ight
systems, but would need qualification for use in the SSF.

lnterconnections provided by the SSFF terminate at the experiment interface
panels. From here, the SSFF services are provided to the experiment and
distributed core equipment through experiment-peculiar cables and hoses.
This architecture provides experimenters with a well defined physical
interface, and would permit experiment change-out on orbit with minimum
modification to the core facility and no modification to the interconnect
system, between the core facility and the experiments

6.2 Fluid Systems

The rack interconnect fluid lines selected in this study are standard flight
hardware design, with teflon liners and stainless steel overbraid. The quick
disconnects selected provide very little pressure drop when connected, and a
leak-free shutoff when disconnected. This design will allow SSFF experiments
to be integrated with a full coolant load, avoiding mixed flow or on-orbit
purging of the payload coolant circuit. The vacuum vent lines were sized at
one inch, a compromise between throughput capability and bend radius limits.
Rigid lines were used in a portion of the vacuum vent interconnect to improve
venting throughput. All other Jines in the system are flexible and may be
easily replaced on-orbit. All of the fluid system components selected and used
in the demonstration unit are expected to have service lives compatible with
SSF requirements. On-orbit replacement of fluid system components should be
required only when there is to inadvertent physical damage or system
contamination.
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6.3 Electrical Interconnect Design

The SSFF interconnect system as configured in the interconnect system
demonstrator is a usable and compliant design. The flexible conduits used to
protect electrical cables are light and flexible. Since the cable bundles within
the conduits are not laced, cable flexibility is enhanced. The segregation of
signal and power cables in separate conduits appears to be a practical method
for managing the design to avoid EMI/EMC problems, and can be implemented
easily. Since the interconnect cables all have connectors at both ends, any
cable may be replaced on-orbit without tools• All electrical cables are point-to-
point, i.e. no cables have more than two connectors. This design permits
changeout of isolated portions of the connection system without affecting any
other cables. This feature might be of value if, for example, an upgrade to the
SSFF adds advanced technology connections after the initial on-orbit
integration.

The electrical cables, as installed on the demonstration unit, are compliant
with all identified electrical performance requirements, and permit rack
tiltout without any disruption of SSFF services. The flexible conduits used have
not been qualified for the SSF application, and materials qualification will be
required before these are incorporated into the flight hardware design. This
materials compatibility qualification is felt to be a low risk process, and it is
recommended that these conduits be used in the flight design.
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APPENDIX A

TEST PROCEDURE AND RESULTS
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APPENDIX B

RACK INTERCONNECT DEMONSTRATION

UNIT DRAWINGS
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APPENDIX C

RACK TILT-OUT KINEMATIC ANALYSIS SUMMARY
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1.0 INTRODUCTION

\

The Space Station Furnace Facility (SSFF) is a micro-gravity materials

processing experiment facility. It is scheduled for installation and operation

in the United States Laboratory (USL) Module of the Space Station Freedom

(SSF). It is designed for micro-gravity materials research in metals, oxides,

glasses, and alloy solidification and crystal growth of electronic and

electro-optical materials.

Micro-gravity materials processing is an important area of research

interest for potential advances in materials, crystal growth science and

materials production. Reduction of gravity flows in the processing of metals,

glasses and alloys has the potential to result in f0maation of materials with

unique or improved properties. It will also result in a better understanding of

the various solidification phenomena involved. Crystal growth in a micro-

gravity environment is important because it should result in higher quality

crystals required for advanced electronic and electro-optical devices.

The SSFF consists of a Core Facility and two furnace modules. A block

diagram representation is shown in Figure 1.0-1. The Core facility interfaces

with the Station provided services, converts these services for use with the

furnaces, and provides the services to the furnace modules. The Core also

provides central operational control and data acquisition for the furnaces.

The overall program plan for the SSFF consists of three phases. Phase A

consists of the conceptual design and requirements definition. Phase B

consists of the refining of the requirements and concepts, and the

construction of a development model to demonstrate feasibility. Phase C/D

consists of the design, construction and testing of the flight SSFF systems.

The SSFF Development Model is a pan of the current Phase B contractual

effort. This Model is designed to demonstrate the feasibility of the SSFF

concept. It models the functions and physical interfaces of the SSFF including

the Space Station services and the furnace modules. Additionally, the

development process itself will help identify issues and solve problems related

to specification, design, construction and operation of the SSFF in the Space

Station environment.
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This SSFF Development Model Development Plan describes the plans,

activities, and approaches for the design, construction and test of a high

fidelity SSFF operational model. It also serves as the concept description and

system requirements document.

A brief review of the background of the steps leading to this

development plan is presented below. This provides some history in the

evolution of the concept and gives an idea of the basis and scope of the

development model effort.

The initial SSFF study phase (PhaseA)-was be_gun in 1989. The purpose

of this study phase as stated in the SSFF contract was to provide "...the

preliminary definition, analyses, and assessment of requirements; conceptual

design of the SSFF; fabrication of mockups; and the preparation for and

support of the Conceptual Design Review."

The Conceptual Design Review (CoDR) was held in August 1990. The

documentation package for this review contained a draft of the Development

Model Development Plan with the approach that was defined at that time. The

package also contained several reports describing the concepts and

requirements for the SSFF and its subsystem pans. This package and the

comments received from the CoDR board members provided the basis for the

SSFF concept itself and the concept for the Development Model.

In general the CoDR board comments were favorable, the efforts were

approved, and authorization to proceed to the next phase (Phase B) was

granted. One significant comment from the CoDR board was that the

Development Model should minimize simulations of the operations and

equipment, and include actual or high fidelity hardware models_ It was also

noted that the Development Model should operate with an actual furnace if a

furnace was available to provide the most realistic demonstration of concept

feasibility. The model concepts and design was therefore modified to meet

these directions.
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Phase B began in January 1991 and is ongoing. The purpose of this

phase as stated in the SSFF contract is to "...cover the updating of requirements

and documentation; refining the conceptual design based on CoDR inputs;

preparation for and support of the Requirements Definition Review; and the

design, construction, and testing of a development model to demonstrate design

feasibility.

Another significant event that around January 1991 was the

restructuring of the Space Station based on congressional direction to produce

a less costly design. Results of the restructuring activities were due to be

published in February 1991. ____

A Draft Development Plan was begun in January. But, with the Space

Station restructuring activities in process it was felt that the completion of the

Plan should be delayed until the restructuring could be incorporated. Then,

although the major restructuring results were published in February, details

important to the Development Model design were delayed. In fact, several of

the Station interfaces and services are still going through changes. Details

were published in various forms from March to May. These details have been

incorporated into the design.

For these reasons, it was decided that the original Draft plan should be

published as a historical document to show the plan at the beginning of Phase

B, and that a new development plan be developed to show the plan for the

Development Model based on the CoDR concept and the restructuring impacts.

This Development Model Development Plan provides the development

planning for the design, construction and test of the SSFF Development Model.

It presents the concepts and approaches for the Development Model based on

the CoDR concept with the changes due to Station restructuring as of the

beginning of June 1991. It provides the requirements definition and

preliminary design of the Development Model that specifies the detail design,

construction and test.

1.2

The main objectives of the SSFF Development Model are stated in the

contract Statement of Work:

4
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Contract SOW Paragraph
Assemblyand Test

5.3 DevelopmentModel Design, Fabrication,

"The contractor shall design, fabricate, assemble,and test a development
model of the core facility to demonstratethe feasibility of the design
concept selected. The development model shall be designed to
provide high-fidelity physical and functional interfaces with the
experiment modules and Space Station interfaces to the extent that
they are defined. Commercial grade parts and equipment will be
acceptable for control and data acquisition systems, thermal control
and other support systems. The development model shall be designed
so that it can be configured to operate each type of furnace for
selected '"strawman" experiments. Operation of all types of furnaces
in parallel is not required; however, parallel operation of the
furnace modules in the USL shall be considered and the core facility
development model shall be used. to demonstrate this capability.
Demonstration tests shall be conducted to demonstrate operations in
the man-tended and fully manned modes."

An overview of how the plan for the Development Model will meet these

objectives is given below. More detail is contained in subsequent sections of

the plan. Objectives extracted from the SOW are listed separately and discussed.

1) "...demonstrate the feasibility of the design concept selected."

The Development Model will provide a Core Facility, two furnace
models, and a model of the Space Station services. A block diagram of
the configuration is shown in Figure 1.0-2. The design, as presented
in this Development Plan, is based on the SSFF CoDR concept and the
changes incorporated due to Station restructuring. The Development
Model design allows for flexibility in configuration after the base
configuration design is completed and tested. This allows
incorporation of refined concepts. The CORE is designed to provide
centralized services common to two furnace models. These were

chosen to be two Crystal Growth Furnace (CGF) furnace models since
there was sufficient data available to model them. The CORE design
provides required services and allows for reconfiguration for
operation with an actual furnace if one should be made available.
Additional objectives of the Development Model include the
following: (a) formation of a design team to develop the model with
an integrated approach so that design issues are addressed from a

5
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Space Station Freedom
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SSFF Core Fadlity
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. Furnace

Model

#1
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Model
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Power

Thermal
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FIGURE 1.0-2 SSFF Development Model Concept
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system standpoint and trade decisions are made by the team; (b)
communication of information from the Development Model design
team to the conceptual designers to aid in the establishment of

requirements and specifications for the flight SSFF; and (c)
performance testing of alternate approaches to not only show
feasibility, but to also compare feasible approaches.

2) "...provide high-fidelity physical and functional interfaces with the
experiment modules and Space Station interfaces to the extent that
they are defined."

The Development Model design provides high fidelity physical and
functional interfaces. However, the Space Station interfaces have
been undergoing changes so frequently that it has not been possible
to completely define them. Therefore the Model is designed using
interfaces that match the definitions available. As these interfaces
reach maturity, the Model may be reconfigured to match them. The
experiment module interfaces are well known since CGF was chosen

as the furnace model. These interfaces provide a high-fidelity model
both functionally and physically.

3) ",..designed so that it can be configured to operate each type of
furnace for selected 'strawman' experiments."

The development Model is designed to be reconfigurable for several
types of furnaces. Data from several furnace types were reviewed
for service requirements. Detailed data was available only for CGF.
Some data was available for the Programmable Multi-Zone Furnace
(PMZF) and was used in the design. Additionally, data from an
in-house research project, the Transparent Furnace, was used in the

design. Analysis of this data indicated that a hardware design that
provided services to CGF and PMZF would accommodate other
furnaces. The Development Model software is also designed to be
capable of reconfiguration for operation of other furnace types.

4) "...parallel operation of the furnace modules in the USL shall be
considered and the core facility development model shall be used to
demonstrate this capability"

The Plan includes demonstration testing to meet these objectives.
The definition of these tests will be documented in a separate
Demonstration Test Plan. Operation of the SSFF Development Model
will be demonstrated using two CGF furnace models. The furnaces
will be operated at the same time using typical operation timelines
defined for the demonstration. The operational scenario will include
functions designed to demonstrate operations aboard the Station.
This is planned to include staggered timeline operation to meet
power constraints, as well as other scenarios.

7
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5) "Demonstrationtests shall be conducted to demonstrateoperations in
the man-tendedand fully mannedmodes."

The Plan includes demonstration testing to meet these objectives.
The definition of these tests will be documented in a separate
Demonstration Test Plan. The operational scenarios will be defined

to include test conditions to demonstrate both man-tended and fully
manned modes.
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2.0 APPLICABLE DOCUMENTS

The following documents provide additional information and references

which are applicable to the development model effort.

JA55-032 Space Station Furnace Facility Science Requirements
Document

JSC-30000

NAS8-38077

SS-SPEC-0002

SSP 41002

Program Definition Requirements Document (PDRD) for
the Space Station

Space Station Furnace Facility Research Study

U.S. Laboratory Module Contract End Item Specification

International Standard Payload Rack to NASA/ESA/
NASDA Modules Interface Control Document

9
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3.0 DEVELOPMENT MODEL

3.1 OVERVIEW

The SSFF development model implements most functions of the SSFF

concept. The functions implemented in the development model are categorized

as SSFF Ground Support Services (GSS), SSF Services, SSFF Core Facility Services

(CFS), and the SSFF Furnace Experiment Package (FEP). The major objective of

the SSFF development model is to model the SSFF Core Facility Services. The

GSS, SSF Services, and FEP(s) are modeled to the extent required to support

operation and demonstration of the SSFF CFS model. Figure 3.0-1 depicts the

overall concept of the development model.

The functions modeled for each category are-defined in section 3.2 of

this document. The design of the development model is defined in section 3.3

of this document.

3.2 FUNCrlONAL DESCRIPTION

3.2.1 Ground Support Service_ Model

The GSS model will provide the command and display services normally

provided at a Payload Operations Control Center. It will also provide

maintenance functions for the SSFF databases.

3.2.1.1 Command and Display The Command and Display function will

support both on-line and off-line activities of the SSFF CFS model. For on-line

operations, this function will collect, process, display, and log data received

from SSFF CFS model. It will also provide an operator interface to the SSFF CFS

model through command shells. During off-line operations, the Command and

Display function will provide the capability for post processing analysis of the

logged data.

3.2.1.2 Database Maintenance The Database Maintenance function

will provide off-line activities for defining and converting the mission

specific and sample specific databases needed by the SSFF CFS model.

Specifically, it will provide the operator interface to create and maintain

mission specific and sample specific databases. It will convert each database to

a Dedicated Experiment Processor load file for transfer to the SSFF CFS model.

10
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3.2.2 SSF Services Model

The SSF Services model will perform four of the functions which are

provided by the SSF and used by the SSFF: Data Management System

communications link, power services, gas and vacuum services, and water

services. These functions are described in the following paragraphs.

3.2.2.1 Data Management System Communications Link The SSF

Services model will provide the Data Management System communications link

between the SSF CFS model and the GSS model. This link will be digital and bi-

directional.

3.2.2.2 Power Services The SSF Services model will provide the 120

Vdc power supplied by SSF to the extent required by the SSFF CFS model. The

model will also provide all of the necessary circuit breaker panels and power

cables.

3.2.2.3 Gas and Vacuum Services - The SSF Services model will provide

an approximately 90 pounds per square inch (psi) gaseous nitrogen (GN2)

supply and a vacuum system that generates a vacuum of lxl0E-3 Torr.

3.2.2.4 Water Service_ - The SSF Services model will provide a water

servicer capable of providing a minimum total water flow of 400 lbs/hr (200

lbs/hr to SSFF CFS avionics and 100 lbs/hr to each FEP.) The water servicer

will provide water temperature of 24.5°C to SSFF CFS avionics and to each FEP.

The water servicer will be capable of receiving water temperatures of 52.0 °C

and 58.0°C from the FEPs and 47.0 °C from the SSFF CFS avionics while

maintaining the 24.5 °C outlet water temperature.

3.2.3 SSFF Core Facility Services Model

The SSFF Core Facility Services model will perform the following

functions: command and data management, subsystem control, power

distribution, power conditioning, signal conditioning, gas distribution, and

thermal control. These functions are described in the following paragraphs.

3.2.3.1 Command and Data Management - The SSFF CFS model will

acquire telemetry data from the subsystems within the SSFF CFS model and

from the FEPs. Selected parameters will be processed and displayed on the

console in real-time during the simulated sample processing runs. All

telemetry data will be transferred to the GSS model. The SSFF CFS model will

provide a user interface for initiating commands from the keyboard, and it

will accept commands initiated from the GSS model.

12
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3.2.3.2 Subsystem Control - The SSFF CFS model will provide subsystem

control for the power distribution, power conditioning, gas distribution and

thermal control functions. The SSFF CFS will also provide control of the FEP

model furnace heating system (FHS). The control of the gas distribution and

the FEP model FHS will be driven by timelines and will be sample dependent.

3.2.3.3 Power Distribution - The SSFF CF model will provide a power

distribution function as required for the SSFF CFS model functions and for FEP

model FHS. The SSFF CFS model will also provide sensors required to status the

core power distribution function.

3.2.3.4 Power Conditioning - The SSFF CFS model will provide a power

conditioning function which is configurable to control a CGF and/or a PMZF.

This function will provide 30 individually controllable power modules for each

FEP. Each power module will be capable of delivering 16.7 Amps at 12.0 volts.

The SSFF CFS model will also provide sensors required to status the power

conditioning function.

3.2.3.5 Signal Conditiorljrlg - The SSFF CFS model will provide signal

conditioning for sensors located in the SSFF CFS model. It will also provide

sensors required to status the signal conditioning function.

3.2.3.6 Gas Distribution - The SSFF CFS model will provide a 3000 psi

argon supply. An interface to the SSF Services model GN2 supply and vacuum

vent system will also be provided. Gas lines, valves and regulators will be

supplied as required to control the argon and GN2 supplies and the vacuum

venting. The SSFF CFS model will provide the sensors required to status the

gas distribution function.

3.2.3.7 Thermal Control - The SSFF CFS model will provide an interface

to the SSF Services model water servicer. The CFS model will also provide all

water lines, valves, regulators and filters required to control the water flow.

Sensors required to status the thermal control function will also be provided.

3.2.4 SSFF Furnace Experiment Package Model

The SSFF Furnace Experiment Package model will perform the following

functions related to the SSFF FEP: remote sensor acquisition, furnace heating

system functions, thermal and gas interfaces and characteristics.

3.2.4.1 Remote Sensor Acquisition - The SSFF FEP mod_'l will provide a

remote sensing device which performs signal conditioning for the FEP sensors

and acquires the sensor data. This device will digitize the sensor data and

transfer it to the SSFF CFS model upon request.

13
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3.2.4.2 Furnace Heating System Functions - The SSFF FEP model will

provide a variable load model (0 to 20.0 Amps) with 5 ohms being the minimum

load available. A temperature model that is dependent upon the input control

voltage and current, a variable rate control, transfer ratio, and thermocouple

selection (K or S type) will also be provided. The SSFF FEP will provide the

sensors necessary to status the FHS functions.

3.2.4.3 Thermal and Gas Interface and Characteristics- The SSFF FEP

model will provide an experiment interface to the SSFF CFS thermal control

function and gas distribution function. The thermal interface and

characteristics model will be capable of heating the water in the core avionics

water line up to 47.0°C. It will be capable.of heating_.the water in the FEP water

lines to 58.0°C. The gas interface and characteristics model will provide, for

each FEP, an Experiment Apparatus Container (EAC) capable of containing

from 0.1 psi to 14.7 psi of argon or GN2.

3.3 DESIGN DESCRIPTION

The SSFF development model functions described in section 3.2 are

implemented by five (5) subsystems. Each of these subsystems perform

functions in some or all of the three functional categories: SSF Services, SSFF

CFS, and SSFF FEP. The design of the subsystems are described in sections 3.3.1

through 3.3.5. Appendix B contains a cross-reference between the

development model functions defined in section 3.2 of this document and the

design defined in this section.

3.3.1 Data Management Subsystem

The Data Management Subsystem (DMS) is comprised of the GSS, SSFF

CFS, and SSFF FEP computer systems and peripherals. The SSFF CFS computer

models the Core Control Unit (CCU). The SSFF FEP computers model the Furnace

Control Units (FCU's). The DMS is designed to support the command and data

management functions and the subsystem control functions of the SSFF

development model. Figure 3.3.1-1 depicts the overall design of the DMS.

Paragraphs 3.3.1.1 through 3.3.1.5 describe the design of the DMS.

_qmf _¸
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3.3.1.1 DMS Interfaces - The GSS Services computers communicate with

the CCU model via the SSF Data Management System communications link. The

link is modeled using ethemet, a serial digital communications link similar to

the candidate communications links that will be used on the SSF. The CCU

model communicates with each FEP computer via a digital parallel link.

3.3.1.2 GSS Computer Model - This system is comprised of three

computers: two 486 personal computers (PC) and a 386 PC. The 486 PC's consists

of a 14" console, keyboard, computer chassis with a 80486 microprocessor, an

ethernet communications card, 16 megabytes of Random Access Memory

(RAM), 330 megabytes of fixed disk storage.__and two R$232 ports. The 386 PC

consists of a 12" console, keyboard, computer chassis with a 80386

microprocessor, 16 megabytes of RAM, 330 megabytes of fixed disk storage, and

two RS232 ports.

The software that executes on the GSS computer model consists of the

DOS operating system and the Core Facility Support Software (CSS). The CSS is a

modified version of the CGF Ground Support Equipment software. It models

both the GSS and SSFF CFS command and display functions as well as the GSS

database maintenance functions. Figure 3.3.1.2-1 depicts the high level

design of the CSS software. For further information on the CSS, refer to SSFF

memorandum, SSFF-91-0039, dated August 30, 1991.

3.3.1.3 SSFF CFS Core Control Unit Model - The CCU hardware consists

of a computer chassis with an 80836 microprocessor, an ethernet

communications card, 8 megabytes of RAM, 330 megabytes of fixed disk

storage, two RS232 ports, a BIT-3 PC to Multibus interface, and a Multibus

chassis with 144 TTL level discrete input/output ports, 30 0-10 Vdc analog input

ports, and 64 0-10 Vdc analog output ports.

The Core Data Acquisition and Control Software (COREDACS) executes on

the CCU. The COREDACS consists of the VRTX-386 operating system, application

independent software (AIS) libraries, and application dependent software

(ADS). The AIS consists of a group of input/output routines used to interface

with the development model hardware. The ADS is based on the CGF Control

and Data Acquisition System ADS. Figure 3.3.1.3-1 depicts the high level design

of the COREDACS. Figure 3.3.1.3-2 depicts the operational states of the

COREDACS.

memorandum.

Further definition of the COREDACS will be documented in an SSFF
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FIGURE 3.3.1.3-2 COREDACS OPERATIONAL STATES
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3.3.1.4 $$FF FEP Furnace Control Unit Model - The data acquisition

functions of the FEP computer are being modeled by the FCU. The furnace

control functions of the FEP computer are modeled by the CCU. The FCU

hardware consists of a computer chassis, six (6) Keithly boards: a serial

interface board, an analog input board (16 0-10 Vdc channels), an isolated

analog input board (8 0-10 Vdc isolated channels), a signal conditioning board

(14 isolated millivoit input channels and 2 Bridge input channels), and RTD

interface board (8 channels) and an RTD expander board (8 claannels). The

software is integral to the system and is provided with the system by the

manufacturer. Figure 3.3.1.4-1 depicts the_ cgnfiguration._of the FCU.

3.3.1.5 SSFF FEP Heater Load and Temperature Model - Although the

heater load and temperature model is not a computer-based system, it is

integral to the SSFF CFS subsystem control function, thus it is being discussed

with the DMS design.

The heater load model provides a load that is variable via a front panel

dial. This load inputs a control voltage from the power modules and outputs a

voltage and current to the temperature model. The temperature model

'converts the voltage and current, via a transfer ratio and a variable (by

potentiometer) rate control, to a voltage that is divided by an S thermocouple

constant or a K thermocouple constant (jumper selectable). This value is used

to produce two identical millivolt outputs which represent the thermocouple

readings. The heater load model also provides a temperature indicator which

represents a reference junction temperature. The reset function sets the

simulated thermocouple outputs to zero. Figure 3.3.1.5-1 depicts the design of

the heater load and temperature model.

3.3.2 Power Conditioning and Distribution Subsystem

The Power Conditioning and Distribution Subsystem (PCDS) is comprised

the power of the SSF Services power model, the SSFF CFS Core Power Distributor

(CPD) and the SSFF CFS Core Power Conditioner (CPC). Figure 3.3.2-1 depicts

the overall design of the PCDS for the development model.

3.3.2.1 SSF Services Power Model - The SSF Services power model

consists of two 120 Vdc power supplies, one 3000 watt supply and one 1000 watt

supply. The SSF Services power model also provides two 110 Vac power lines

for the CCU computer chassis and monitor, the GSS model computers, and to the

solenoid valves. Although the SSF does not provide 1 10 Vac,

20
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FIGURE 3.3.1.4-1 FURNACE CONTROL UNIT MODEL
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this power is used by the model where convenient becauseof the lower cost
associatedwith purchasingsolenoid valves and computerswhich operate on ac

power while still maintaining functional equivalency.
3.3.2.2 SSFF CFS Core Power Distributor Model - The power distribution

function is implemented by the SSFF CFS CPD. In the SSFF CFS CPD model, the

3000 watt power supply is used to power the sixty-(60) power modules used for

the furnace heating system control. A fuse (approximately 3 amps) with an

indicator is located in-line with each power module. A 20 amp solid state

circuit breaker is located in-line every 6 power modules. The control for each

of the solid state circuit breakers are interfaced to the CCU.

The 1000 watt power supply is used.___to_.p_rovide_._p_pwer to the CCU multibus

chassis, power to the signal conditioners, FEP model utility power, and power

for each FEP model FCU. A remote power controller (20 amp) is located in-line

with each of the FEP model utility powers and FCUs. The control and status for

each of the remote power controllers are interfaced to the CCU.

3.3.2.3 SSFF CFS Core Power Conditioner Model - The power

conditioning function is implemented by the SSFF CFS CPC. The CPC is

comprised of sixty (60) Vicor power modules, thirty (30) for each furnace.

Each power module outputs 0-12 Vdc, 200 watts maximum. Figure 3.3.2.3-1

depicts the Vicor power module selected for the CPC. In order to meet the

requirement to support a CGF like furnace and a PMZF like furnace, the power

modules are "stacked" as required by the cabling between the CF model and

the FEP model. For example, when controlling a CGF like furnace, five (5)

modules are "stacked" to power the hot main heater (900 w) and two are

"stacked" to power the hot guard heater (250 w), and so forth, for all seven of

the CGF heaters. For the PMZF like furnace, one module could be used to power

each of the heaters (200 w each). Figure 3.3.2.3-2 depicts this "stacking"

scheme.

3.3.3 SSFF CFS Signal Conditioning Subsystem

The SSFF CFS signal conditioning subsystem consists of the Core Monitor

and Control - Signal Conditioner (CMC-SC). The CMC-SC provides 16 signal

conditioning input channels for the CFS model sensors such as the main bus

voltage and current, the pressure transducers, temperature sensors, and flow

meters located in the core rack.
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3.3.4 Gas Distribution Subsystem

The gas distribution subsystem (GDS) is comprised of the SSF Services

GN2 supply and vacuum vent system model, the SSFF CFS GDS model, and the

SSFF FEP EAC model. Figure 3.3.4-1 depicts the overall design of the GDS.

3.3.4.1 SSF Services GN2 and Vacuum Vent Model - The SSF services for

the GDS are modeled using a TBD psi bottle of GN2 and a vacuum pump. The

G N2 bottle has a built-in regulator which regulates the gas to a constant

pressure of approximately 90 psi. The vacuum pump provides a vacuum of

lxl0E-3 Torr.

3.3.4.2 SSFF CFS Gas Distribution . Sub,stem Model - The CFS GDS

model provides a 3000 psi bottle of argon and an interface to the SSF Services

model GN2 supply. The argon supply is used to pressurize the furnace EAC

during simulated sample processing. The GN2 supply is used to purge the

atmosphere in the EAC between sample processing as required. The gas lines

for the GN2 and argon are connected to each other prior to the regulators via

a bypass line. The solenoid valve in the bypass line is normally closed,

however, in the event of a regulator failure, the valve may be opened to allow

argon to be regulated by the GN2 regulator or visa versa. The other solenoid

valves in the core rack are used to control whether argon, GN2 or no gas is

flowing to the furnace racks. The regulators in each line are set to regulate

the gas to the FEPs to approximately 20 psi. Pressure relief valves (PRVs) in

the core rack are set to approximately 100 psi, and the PRVs in each furnace

rack are set "to approximately 25 psi.

3.3.4.3 SSFF FEP Experiment Apparatus Container Model- Each SSFF

FEP GDS model is an empty EAC that is capable of being pressurized and

evacuated.

3.3.5 Thermal Control Subsystem

The thermal control subsystem (TCS) is comprised of the SSF Services

water services model, the SSFF CFS TCS model and the SSFF FEP heater model.

Figure 3.3.5-1 depicts the overall design of the TCS.
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3.3.5.1 $$F Water Services Model - The SSF water services model

consists of water servicer that recirculates water and is capable of removing

6200 watts at 20 °C. The maximum flow rate provided by the water servicer is

2000 lbs/hour at 15 psi and 1500 lbs/hour at 60 psi.

3.3.5.2 SSFF CFS Thermal Controt-Subsystem Model - The SSFF CFS TCS

model provides an three cooling loops, one for the core rack and one for each

FEP. The manual regulator valves are set to 200 lbs/hour to the FEP and to 100

lbs/hour to the core rack coldplate model. Solenoid valves are provided to

allow software to start and stop flow to the core rack and/or to the FEPs. A

manual blowdown valve is provided f0r.._use__during, servicing. The core rack

coldplate model is a manually controlled heater that is capable of dissipating

TBD watts.

3.3.5.3 SSFF FEP Heater Model Each SSFF FEP heater model is a

manually controlled heater capable of dissipating TBD watts. These heaters are

identical to the heater used to model the core rack coldplates.
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4.0 WORK DESCRIPTION

This section details the description of the efforts required to implement

the development model. It includes the work tasks and their relationships to

each other in terms of sequence and time phasing.

4.1 DEVELOPMENT APPRQACH

An overall view of the development approach for the $SFF development

model is shown graphically in Figure 4.1-1. The work tasks performed are

shown as a process that flows from left to right and indicates the sequence and

relationships of tasks to implement the development model. The lines with

arrows between the tasks indicate that-a--xask must--be completed before the

next task can begin.

First, the development model functional and performance requirements

are defined. These requirements are defined in sufficient detail so that the

hardware and software requirements may be allocated and defined. After this

activity is performed, the hardware and software development phases begin.

The hardware and software development activities are shown

overlapping the integration activities because of the interrelationship

between the activities. Some of the integration effort will be performed

during the hardware and software implementation and testing phases because

of the need to exercise some hardware components with software, and the need

to verify software interfaces with hardware.

After integration testing is complete, the demonstration tests are

performed.

The development approach is the same for reconfiguration of the

development model, for substitution of a different furnace, or the addition of a

furnace for operation of multiple furnaces. In this case, the development

model has been previously configured, so the effort consists of adapting the

existing components will to operate with the new furnace requirements and

implementing new hardware, software, and/or operational functions.

The approach to add a prototype flight component is also the same. In

this case, the addition is handled as a reconfiguration of the existing

equipment.

Each of the major parts of the development process is discussed in the

following paragraphs.
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4.2 SYSTEM DESIGN AND DEVELOPMENT

System design and development includes all of those activities at the

system level that are required to implement the system as a whole. These are

the formulation of the functionat .. and performance requirements,

documentation of the system, plans for integrating the system, test and

verification plans and procedures, plans for the integration of the furnace

with the development model, and plans for the operational demonstration.

Specifically, the system design and development function includes the

following tasks:

1. Prepare and maintain the Development Plan for the development
model.

2. Provide integration co-ordination among the various components

and disciplines, including engineering, software and test.
3. Provide interface definition and control for the development model.
4. Allocate system requirements to hardware and software.
5. Define database requirements, display requirements, and telemetry

stream formats for each configuration of the development model.
6. Review hardware and software designs to ensure that system

objectives are being met.
7. Co-ordinate the final system demonstration.

4.3 HARDWARE DEVELOPMENT

The hardware development process can be divided up into the

requirements definition phase, the design phase, the fabrication phase, and

the test and checkout phase. The system will be developed so that it can be

upgraded in order to follow along with changes in the flight design.

c3.4.3.1 Requirement¢ D¢fini_iqn

The main goal of the development model is to prove that SSFF

system is a feasible concept. Because of this the development model

requirements are functional in nature instead of imposing system accuracy

requirements.

The requirements for the hardware design are derived from the

flight concept at the Conceptual Design Review (CoDR). This is done so that the

development model can be baselined. Once the development model is

operational the flight concept will be re-evaluated and changes that are made

will be incorporated into the system as necessary to prove the feasibility of the

SSFF concept.
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4.3.2

Instead of modeling the physical size of the SSFF system the

design will be done to model functionality. Although some custom designed
hardware will be required to complete the system, the design will be done

using commercial available hardware (i.e. where computers are needed, PC's

will be used insteadof an imbeddedprocessor). The designwill also be done in
such a manner that upgrades can be made to follow along with the flight

system concept. While the design progresses, parts selection and procurement

will proceed in parallel in order to maintain schedule.

Sketches will be used in order to communicate the design. This

documentation is only to be to the level-neeessary--lo--complete the development

model. The channel assignments will be documented in order to provide this

information to the software personnel.

4.3.3 Fabrication

The fabrication of the system will be performed to good

commercial practices. Most machined or sheet metal parts will be

manufactured in the shop and assembly of the system will be done by

technicians in an informal lab environment.

4.3.4 T_st and Checkout

Hardware test and checkout will be done at the component or

assembly level. System checkout will be done prior to turning the system over

for software integration and demonstration testing. The checkout is to be done

using a minimal amount of software and breakout boxes. This checkout will be

done primarily to verify the hardware configuration, functionality, and

channel assignments prior to system checkout with the functional software.

4.4 SOFTWARE DEVELOPMENT

The overall software development effort is divided into logical phases :

requirements analysis and interface definition, design, code and unit test, and

integrated test. Because the system is a development model, the software

development phases closely resemble the phases used in rapid prototyping.

The primary difference between a standard software development cycle and

the SSFF software development cycle is that coding of development model

software will begin during the requirements analysis phase. This approach
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will provide the flexibility necessaryfor a developmentmodel in which the
detailed functional requirements are rather volatile.

A discussionon each phase in the life cycle is given in the following

paragraphs.
4.4.1 Requirements Analysis and Interface Definition

The requirements analysis and interface definition phase consists of

collecting, analyzing, integrating, and defining in algorithmic terms, the

functional requirements of the system specification. These functional

requirements will be combined with interface and performance requirements

to provide the basis for the software design, implementation, and testing

activities covered herein.

The software requirements for the SSFF development model will be

defined and maintained via SSFF memorandums. These memorandums will

specify various configuration levels in order to provide priority for

implementation. Because the CGF software requirements will form the basis of

the SSFF development model software requirements, the requirements will be

described in terms of the differences between CGF and SSFF.

Informal requirements reviews will be held as required by SSFF

Development Model Systems Engineering.

4.4.2 Software Design

The software design phase will establish the structural and dynamic

aspects of the software design, including the individual computer software

component (CSC) functional and performance specifications, the data base

design, definition of inter-CSC interfaces, and definition of the

hardware/software interfaces. The CSCs of each Computer Software

Configuration Item (CSCI) are identified and documented via memorandum

during this phase.

The structural design of the CGF software will be used as a basis for the

SSFF Development Model software. Modifications to the CGF structural design

will be documented in SSFF memorandums.

Informal presentations of the software design will be conducted by the

software development personnel as requested by the development model

project manager.

4.4.3 Code and Unit Test

As previously mentioned, coding will begin during the requirements

analysis phase. This coding will primarily consist of modifying CGF software
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to the extent required to perform a minimum set of functions required by the

SSFF developmentmodel (i.e. configuration level 1). These functions include
the simultaneousoperation of two CGF-like furnaces, with the exclusion of

exception monitoring, the furnace translation system, sample exchange

mechanism, and sample interface demarcation system.
As each module is completed, i_-will be integrated and informally unit

tested to the extent possible on the development system. Programmers will

design their own unit tests and inspect the results to ensure that the module is

performing the logic specified in the design documentation.

Once all modules required for the minimum set of functions have been

integrated into the software system, add!_tjonaJ modules will be coded and/or

existing modules will be modified to support the next level of requirements.

Each integrated version of the software will be preserved so that it may be

used while the next version is being developed. This process will continue, as

time and budget allows, until all configuration levels have been achieved.

4.4.4 Integrated Software Test

The purpose of the integrated software tests will be to ensure that the

nominal operation of software meets the functional requirements of the

configuration level. These tests will be performed once all modules required

for a particular configuration level have been unit tested and integrated into

the software system. Although these tests are informal, they will be

performed in accordance with predefined test outlines. Test logs will be

maintained in order to provide traceability and as a means to record problems.

4.5 DEVELOPMENT MODEL INTEGRATION AND TEST

The development model hardware/software integration activities will be

conducted in a "building block" manner. That is, the software will be

integrated into the CCU initially, then hardware functions of the development

model hardware will be added and incrementally tested until the entire SSFF

development model has been integrated. As each hardware function is added,

the respective software function(s) will be tested and modified, if required.

When a hardware function is added, testing will be performed on previously

integrated functions to some extent, although the focus of the testing will be

on the newly integrated function.

After the entire SSFF development model hardware and software have

been integrated and incrementally tested, tests which exercise the entire

v
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system will be performed. Although these tests are informal, they will be

performed in accordance with predefined test outlines. Test logs will be

maintained in order to provide traceability and as a means to record problems.

The integrated system tests will form the basis for determining when the

system is ready for the demonstration tests.

The following list defines the plarr for integration of software with the

hardware.

1. Integrate the COREDACS into CCU
2. Integrate CPD, CSC, and CPC (Integrated CFS model)
3. Integrate one FCU
4. Integrate one Gas and Thermal Interface and Characteristics model
5. Integrate the second FCU
6. Integrate the second Gas and-Thermal--Interface and Characteristics

model

7. Integrate one FHS Load and Temperature Model
8. Integrate the second FHS Load and Temperature Model (Integrated

CFS and FEP models)
9. Integrate the GSS computers (Integrated SSFF development model)

4.6 DEMONSTRATION TEST

A separate demonstration test plan will be developed and maintained to

define the demonstration test approach. This plan will be documented in an

SSFF memorandum.
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5.0 PROJECT MANAGEMENT

Project management provides the structure and activities for definition,

direction and successful accomplishment of the SSFF development objectives

listed in section 1.2. The structure and activities include the organization and

responsibilities, schedule, and resources_, for performing the work, and are

discussed in the following paragraphs.

5.1 ORGANIZATION AND RESPONSIBILITIES

The SSFF project is organized into areas that define the Work Breakdown

Structure (WBS). Each is a functional work area---with responsibilities for a

part of the SSFF development. These areas are Project Management, Systems

Engineering, Hardware Engineering, Software Engineering and Test. These

functions are designed to work together to manage, specify, design, develop,

manufacture, integrate and test the system.

5.1.1 Project Management

The work requirement is to perform management of the development

model project. Specific tasks are listed below:

• Define project objectives.
• Co-ordinate all tasks.

• Provide work schedule with milestone.

• Provide project resources to accomplish tasks.
• Monitor all efforts to ensure compliance with contractual objectives,

schedule and resource limits.

The Products of this effort are:

1) Working, proof-of-concept development model. This includes
hardware and software.

2) Drawings, sketches and documentation as required to support the
development effort.

3) Status reports. Briefings and reports to the customer at four month
intervals.

5.1.2 System Engineering

The work requirement is to perform the system engineering effort for

the development model. Specific tasks are listed below.

• Prepare and maintain the Development Plan for the development
model.

• Provide integration co-ordination among the various components
and disciplines. This includes engineering, software, and test.

• Provide interface definition and control for the development model.
• Co-ordinate the demonstration test.
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The products of this effort are:

1) Development Plan.
2) System level Integration block diagram.
3) Demonstration Test Plan.

5.1.3 Hardware Engineering

The work requirement is to perform the hardware engineering effort

for the development model. Specific tasks are listed below.

• Design, develop, and test the hardware for the Core facility and the
SSF Services. Refer to the Development Plan for a definition of the
components and their functional performance requirements.

• Identify the parts necessary for fabrication and support purchasing
of the parts.

• Fabricate and assemble the electrical and mechanical hardware.

This includes unpacking and setup-of purc4,,ased materials, assembly
of electrical and mechanical components, construction of electrical
and electronic boards and assemblies, and fabrication of cable
assemblies.

• Perform the integration and test of the components to provide a
complete, functional system.

The products of this effort are:

1) Working hardware.
2) Sketches, drawings, parts list and other documentation necessary to

support the design and fabrication of the development model. The
documentation is informal and to best commercial practices.

5.1.4 Software Engineering

The work requirement is to perform the software engineering effort

for the development model. Specific tasks are listed below.

• Design, develop, and test the software for the core facility and the
SSF Services simulator. The concept, functional requirements and
approach are described in the Development Plan.

• Identify software and software development tools required to support
the development effort.

• Support purchasing of the software, software development tools and
computer system.

• Support demonstration testing of the integrated system. This
includes preparation of test timelines, providing testing support, and
providing operator support during demonstration testing.

• Prepare informal documentation necessary to support the software
development activity.

The products of this effort are:

1) Functional core Facility software program.
2) Functional SSF Services software program.
3) Documentation (best commercial practice) necessary to support the

development effort.
4) Documentation, data bases, software, etc. to support the

Demonstration Test.
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5.1.5 System Testing

The work requirement is to perform the System Testing effort for the

development model. Specific tasks are listed below.

• Plan and perform the system integration testing activities. These
tests will be performed in co-ordination with hardware and software

engineering.
• Co-ordinate and perform the---Demonstration Test. This includes

arranging and scheduling of necessary resources to support the test,
co-ordination of these activities to perform the test, providing means
to store and interpret test data, and informal documentation of test
results.

The products of this effort are:

1) Test data.
2) Test report (informal). .....

5.2 SCHED_

The schedule for the Development Model is shown in figure 6.2-1. It

shows a 14 month schedule for the design, development, fabrication and test of

the system. The hardware and software development tasks will be performed

in parallel to the maximum extent possible in order to meet this aggressive

schedule.

Milestones are shown for critical events in the schedule. Some of the

most critical events are for the purchase of parts and assemblies. With

delivery lead times a potential problem, the parts and assemblies need to be

identified and ordered as soon as possible in the schedule in order to meet the

fabrication milestones.

The schedule also shows the Program review milestones. Quarterly

reviews are scheduled along with a Requirements Definition Review in

September of 1991. At this review the design of the hardware and software

should be sufficiently detailed to indicate the feasibility of the SSFF concept,

and to indicate the planned success of ahe Demonstration Test for the

Development Model.

v
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5.3 _ATION

Since this is a Development Model designed to show feasibility of the

SSFF concept and the system is designed for a laboratory environment, formal

documentation is not required. Documentation will be produced to meet the

needs of the development effort and to-communicate information needed for

design, fabrication and test. The objective is to limit the cost of the

documentation effort in order to devote the most time and resources to the

engineering, test, and performance demonstration efforts.

System engineering documentation will include informal definitions of

interfaces and performance objectives. This will include a system block

diagram and hardware/software interface definitions for the design of the

software. Documentation includes this Development Plan.

The hardware documentation will include sketches of cables assemblies,

mechanical assemblies, interconnect drawings, and schematics. Computer

Aided Design drawings may be produced where detail is required in order to

fabricate parts.

Software documentation will be informal and produced only in order to

communicate design and operational information.

Test documentation will include an informal Demonstration Test Plan

and procedures. Test data will be produced in the form of graphical

presentation of the test results.
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6.0 FACILITIES AND TOOLS

This section describes the facilities and tools necessary to support the

construction and operation of the development model. It includes the physical

facilities and resources, and the engineering tools to support the development

and operation of the development facility ........

6.1 DEVELOPMENT MODEL FACILITIES

The SSFF Development Model will be housed in an existing facility. This

area is in a building that includes offices, conference rooms, and development

laboratories that can be used to support design and construction of the system.

The Development model electrieat--kardware--and software will be

developed in the Teledyne Brown Engineering Space Programs Avionics and

Software Development Laboratory located in building 3 on the second floor.

Existing laboratory space will be utilized and shared with other projects

currently under development. The mechanical hardware will be developed in

the SSFF designated laboratory on the first floor of building 3. The SSFF

development model will be integrated and tested in the first floor SSFF

laboratory. Figure 6.1-1 shows the SSFF laboratory facility floor plan.

Figure 6.1-1 shows the planned layout for the Development Model

facility. The layout includes the major assemblies that make up the

development model and the supporting laboratory furnishings and equipment.

Locations of utility services (phones, water, electrical outlets, power) are also

shown, the laboratory has a large roll-up door that will allow access for large

assemblies and equipment. Several work areas are shown for fabrication and

test of hardware components and assemblies. The area is also designed to

support hardware and software integration testing.
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6.2 DEVELOPMENT AND SUPPORT TOOLS

The development and support tools required for hardware and software

development are summarized in Tables 6.2-1 and 6.2-2, respectively.

Table 6.2-1 Software Development Tools

-v

Software for Code Development

Software for Data Development

Equipment for Code & Data
Development

Compilers, Assemblers, Linkers
Editors

Multi-tasking Operating Systems
Screen-I/O-.Support Software

Graphics Support Software
Communications Support Software

Database Management Software

Development Computers
Printers & Plotter

Tape Backup Unit
Communication Ports & Links
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Table 6.2-2 Hardware Development Tools

General Laboratory Equipment

General Tools

Special Purpose Tools

Calibration Equipment

Test Fixtures/Equipment

Furnace Preparation/Integration

Soldering tools, scopes, meters, power
supplies

Screwdrivers, wrenches, drills

Tools for Connector Assembly

Gas pressure transducer calibration
ei_ip-_ent, gas now roiameters

Break-out boxes,
detection equipment

vacuum leak

Thermocouple calibration test system.
Thermocouple simulator
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APPENDIX A: ABBREVIATIONS AND ACRONYMS

ADS

AIS

CL-U

O_

CMC-SC

CoDR

COREDACS

CSC

CSCI

CSS

DMS

EAC

FCU

FEP

FHS

GDS

GN2

GSS

PC

PCDS

PMZF

PRV

psi

RAM

SCS

SSF

SSFF

TBD

TCS

USL

Vac

Vdc

Application Dependent Software

Application Independent Software

Core Control Unit

Core Facility Services

Crystal Growth Furnace

Core Montitor and Control Signal Conditioner

Conceptual Design Review

Core Data Acquisition and Control Software

Core Power Conditioner

Computer Software Comp6n_h-t--

Computer Software Configuration Item

Core Facility Support Software

Data Management Subsystem

Experiment Apparatus Container

Furnace Control Unit

Furnace Experiment Package

Furnace Heating System

Gas Distribution Subsystem

Gaseous Nitrogen

Ground Support Services

Personal Computer

Power Conditioning and Distribution Subsystem

Programmable Multi-zone Furnace

Pressure Relief Valve

Pounds/Square Inch

Random Access Memory

Signal Conditioning Subsystem

Space Station Freedom

Space Station Furnace Facility

To Be Determined

Thermal Control Subsystem

United States Laboratory

Volts Alternating Current

Volts Direct Current
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SSFF-DP-001

VS DESIGN CROSS-REFERENCE

Functions

3.2.2 Ground Support Services Model

3.2.1.1 Command and Display

3.2.1.2 Database Maintenance

3.2.2 SSF Services Model

3.2.2.1 DMS Communications Link

3.2.2.2 Power Services

3.2.2.3 Gas and Vacuum Services

3.2.2.4 Thermal Control Services

3.2.3 SSFF Core Facility Services
Model

3.2.3.1 Command and Data Management

3.2.3.2 Subsystem Control

3.2.3.3 Power Distribution

3.2.3.4 Power Conditionin_

3.2.3.5 Signal Conditionin_

3.2.3.6 Gas Distribution

3.2.3.7 Thermal Control

N/A

3.3.1.1
3.3.1.2

N/A

Design

DMS Interfaces

GSS Computer Model

DMS Interfaces

GSS Computer Model

3.3.1.1 DMS Interfaces

3.3.2.1 SSF Power Services Model

3.3A-. 1 SSF-G-DS Services Model

3.3.5.1 SSF TCS Services Model

N/A

3.3.1.1 DMS Interfaces
3.3.1.3 SSFF CFS CCU Model

3.2.4

3.2.4.1

3.2.4.2

3.2.4.3

SSFF Furnace Experiment

Package Model

Remote Sensor Acquisition

Furnace Heating System
Functions

Thermal and Gas Interface and
Characteristics

3.3.1.1 DMS Interfaces
3.3.1.3 SSFF CFS CCU Model
3.3.2.2 SSFF CFS CPD Model
3.3.2.3 SSFF CFS CPC Model
3.3.3 SSFF CFS CMC-SC Model
3.3.4.2 SSFF CFS GDS Model
3.3.5.2 SSFF CFS TCS Model

3.3.2.2 SSFF CFS CPD Model

3.3.2.3 SSFF CFS CPC Model

3.3.3 SSFF CFS SCS Model

3.3.4.2 SSFF CFS GDS Model

3.3.5.2 SSFF CFS TCS Model

N/A

3.3.1.5

DMS Interfaces
SSFF FEP FCU Model

SSFF FEP Heater Load and

Temperature Model

SSFF FEP EAC Model
SSFF FEP Heater Model

B-1
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1. INTRODUCTION

The Space Station Furnace Facility (SSFF) is a microgravity materials processing

experiment facility. It is scheduled for installation and operation in the United States Laboratory

(USL) Module of the Space Station Freedom (SSF). It is designed/or microgravity materials

research in metals, oxides, glasses, and alloy solidification and crystal growth of electronic and

clectm-optieal mamrials.

The SSFF Development Model is designed to demonstrate the feasibility of the SSFF

concept. It models the functions and physical interfaces of the SSFF including the Space Station

services and the furnace modules.

1.1 IDENTIFICATION

This document is the SSFF Development Model Demonstration Test Plan. This test plan

definesthestrategyand methodology foreachDemonstrationTest.

1.2 PURPOSE

The purpose of this document is to define the test descripdons and procedures for the SSFF

Development Model Demonstration Tests. These tests will show that the SSFF concept is feasible

through demonstration testing of operational and functional capabilities. The Dcrnonstradon Tests

are structured to show that the Development Model meets the requirements of the SSFF contract

Statement of Work (SOW):

Contract SOW Paragraph - 5.3 Development Models Design, Fabrication, Assembly and
Test

"The contractor shall design, fabricate, assemble, and test a development model of the core
facility to demonstrate the feasibility of the design concept selected. The development
model shall be designed to provide high-fidelity physical and functional interfaces with
the experiment modules and Space Station interfaces to the extent that they are defined.
Commercial grade parts and equipment will be acceptable for control and data
acquisition systems, thermal control and other support systems. The development
model shall be designed so that it can be configured to operate each type of furnace for
selected '"strawman" experiments. Operation of all types of furnaces in parallel is not
reqt6red; however, parallel operation of the furnace modules in the USL shall be
considered and the core facility development model shall be used to demonstrate this
capability. Demonstration tests shall be conducted to demonstrate operations in the
man-tended and fully manned modes."
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An overview of how the plan for the Demonstration Tests meets these requirements is

given below. ",._,4

I) "...demonstrate the feasibility of the design concept selected."

The Demonstration Tests are designed to show that the design concept is feasible by

pea'formate ofoperationalfunctions in the integrated Development Model system. The

system provides a Core Facility, two furnace models, and a model of the Space Station

services. This design is based on the SSFF Conceptual Design Review (CoDR)

concept and the changes incorporated due to Space Station restructuring. The

performance and functions are based on information containedin the Capabilities and

Science Requirements Document.

2) "...provide high-fidelity physical and functional interfaces with the experiment modules
and Space Station interfaces to the extent that they arc defined."

The Demonstration Tests are designed to show that the functional interfaces with the

experiment modules and the SSF exhibit high-fidelity operation in the integrated

system.

I

3) "...designed so thatitcan be configuredto operateeach type of furnacefor selected
'Sl_d,_' expcI'Jments."

The Demonstration Tests arc designed to show functional operation of the SSFF with

four different configurations of furnaces. The first configuration, Type 1, is a load

module simulation of furnace heater elements configured with the characteristics of a

Crystal Growth Furnace (CGF). The second configuration, Type 2, is another load

module simulation configured with the characteristics of a Transparent furnace. The

final two configurations are a Space Science Laboratory (SSL) furnace and a

Transparent furnace.

4) "...parallel operation of the furnace modules in the USL shall be considered and the core

facility development model shall be used to demonstrate this capability"

The Demonstration Test Plan includes demonstration testing to meet these objectives.

The definition of these tests are documented in separate appendices of this document.

Operation of the SSFF Development Model will be demonstrated using three different

2
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combinations of load modules and furnaces. Each combination will include two

operational units. For each combination, the modules and/or furnaces will be operated

in parallel using timelines defined for the demonstration, including staggered timeline

operation to meet power constraints.

5) "I)emonstration tests shall be conducted to demonswate operations in the man-tended and
fully manned modes."

The Demonstration Test Plan includes demonstration testing to meet these objectives.

Since the fully manned activities are a subset of the man-tended activities, the

operational scenarios are defined to demonstrate the man-tended mode which is the

most demanding.

1.3 SCOPE

This document defines the procedures for the SSFF Development Model Demonstration

Tests which are comprised of three separate tests. The fwst demonstration test will be performed

using two load modules, Type 1 and Type 2 furnaces. The second demonstration test will be

pea'formed using one load module in Type 2 furnace configuration and an SSL furnace. The third

demonstration test will be performed using an SSL furnace and a Transparent furnace. Hardware

and software configurations for each demonstration test, pretest and test inputs, and test outputs

arc specified in this document.- The demonstration test procedures and test evaluation arc also

provided.

1.4 ORGANIT___ATIOIN

This test plan is organized into three major sections, plus four appendices. Section 1 is a

brief introduction. Section 2 lists the documents applicable to this test plan. Section 3 defines the

test description. Appendix A lists the abbreviations and acronyms. Appendix B defines the test

proceduresforthetwo loadmodules, Type I and Type 2 furnaces,demonstrationtest.Appendix

C defines the test procedures for the one load module in Type 2 furnace configuration and an SSL

furnace demonstration test. Appendix D defines the test procedures for the SSL furnace and

Transparent furnace demonstration-test. The appendices are included as each test is performed.

1.5

Tins _s a demonstration of the functional capabilities of the development model and is not a

formal test.
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2. APPLICABLE DOCUMENTS

The following documents provide additional information and references which are

applicable to the Demonstration Test effort.

Number

JA55-032

Name or Descrintion

Space Station Furnace Facility Science Requirements Document

De';,elopment Plan For The Space Station Fuma_ Facility Development

Model

4
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3. DEMONSTRATION TEST DESCRIPTION

3.1 EA.CKd2_T_

The SSFF Development Model Demonstration Tests will be held in the SSFF

Development Model Laboratory at Building 3 of Teledyne Brown Engineering (TBE).

3.2

The SSFF Development Model Demonstration Tests will utilize the following:

• The SSFF Core Facility Services Model which includes:

Cognnand and Dam Management
Subsystem Control
Power Distribution

Power Conditioning
SignalConditioning

- Gas Distribution

Thermal Control

• Two Load Modules

• Two Gas and Thermal Interface Characteristic Models

• One SSL Furnace

• One Transparent Furnace

The SSF Services Model which includes:

- Water Servicer

- Vacuum System
- Gas System
- Power and Communications Interfaces

The SSFF Ground Support Services (GSS) Computer Model which includes:

- Commanding
- Telemetry
- Graphics

The SSFF Development Model Demonstration Tests will also utilize other test

equipment as called out in the demonstration test procedures.

3.3

The SSFF Development Model Demonstration Test team will include members from the

Test, Systems Engineering, Software Development, Avionics, and Mechanical functional areas.

5
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3.4 METHODOLOGY

The demonstrationtestswillbe performedinaccordancewiththeproceduresincluded

in the appendices. These procedures are not formal and arc meant to be executed by personnel

familiar with the SSFF development model. If procedural errors are discovered during the

demonslration tests, red-lines will be made to the procedures.

3.5

Furnace Heating System (FHS) and Environmental Control System (ECS) timeline

databases will be defined for the demonstration tests. These timelines will be built and converted,

then loadedinto the Command Computer priortoeachdemonstrationtest.

6
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APPENDIX A: ABBREVIATIONS AND ACRONYMS

The following is a list of the abbreviations and acronyms used in this specification.

CGF

CoDR

ECS

FHS

GSS

SOW

SSF

SSFF

SSL

TBE

UgL

Crystal Growth Furnace

Conceptual Design Review

Environmental Control System

Furnace Heating System

Ground Support Services

Smtc_m Of Work

Space Station Freedom

Space Station Furnace Facility

Space Science Laboratory

Teledyne Brown Engineering

United States Laboratory

A-1
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APPENDIX B

SSFF LOAD MODULES DEMONSTRATION TEST
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SSFF LOAD MODULES DEMONSTRATION TEST

1.0

The objectiveof thisdemonstrationtestistodemonstratethecapabilitytooperatetwo

loadmodules,Type Iand Type 2 furnaces,inparalleland undernominalconditions.

2.0 TEST CONFIGURATION

The configuration for this demonstration test will include the SSFF Core Facility

Services Model; two furnace models, one configured to model a Type 1 furnace and one

configured to model a Type 2 furnace; the SSF Services Model; and the GSS Computer Model.

This configuration is shown in Figure B-1.

3.0 PRE-DEMONSTRATION TEST INPUTS

Prior to the demonstration test, the temperature and pressure timelines for this test will

be loaded into the SSFF directory on the Command Computer. Figures B-2 through B-5 contain

thetimelinedefinitions.

4.0

5.0

6.0

Test.

DEMONSTRATION TEST INPUTS

1) Automatic processing commands

2) Telemetry log file names

3) Semen selections on the telemetry and graphics computca's.

EXPECTED OUTPU'I_

The following outputs will be to the telemetry and graphics computers:

1) Furnace temperature tracking data to the telemetry and graphics computers

2) Funaae¢ _tm'c stability dam to the telemetry and graphics computers

3) Furnace _ ramp rate data to thetelemetrycomputer

4) Pressure data to the telemetrycomputer

5) Water temperature data to the telemetry computer

6) Gas and water flow rate data to the telemetry computer

7) Heater data (current, voltage, power) to the telemetry and graphics computers

DEMONSTRATION TEST PROCEDURE

Table B contains the detailed test procedure for the SSFF Load Modules Demonstration

• B-1
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7.0 TEST EVALUATION

The output data will be evaluated against the database timelines. This evaluation

includes the data output to the telemetry and graphics screens and the data logged by the telemetry

computer during the demonstration test.

B-2
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Figure B-1 SSFF Load Modules Demonstration Test Configuration
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Figure B..4 Furnace Heating System Proffie and Timeline for Type 1 Furnace
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Step
NO.

2

SSFF LOAD MODULES

Operator�Equipment Action

At the Telemetry Computer, enter the
following from Screen 6 to initiate logging:
<F3>DEMOLM1 .LOG<Enter>

NOTE: For delogging purposes, a hew

log file will be created at the times
indicated by entering:
<F5>new log name<F10>

At the Command Computer, enter the
following to begin Sample I processing
for Furnace 1:

C
1<F10>

1<F10>
1<F10>

NOTE: Create new log files:
DEMOLM2.LOG @ 5700 Furnace 1 PET
seconds

DEMOLM3.LOG @ 9300 Furnace 1 PET
seconds

TABLE B1
DEMONSTRATION TEST PROCEDURE

Expected Response

"Logging on." is displayed at the lower
right comer.

At the appropriate Telemetry Computer
screens for Fumace 1:

1. At 140 PET seconds, COLD MAIN

and HOT MAIN heater zones begin to
heat as shown in Figure B-4.

2. At 440 PET seconds,COLD GUARD,
BOOSTER, AND HOT GUARD heater

zones begin to heat as shown in Figure
B-4.

3. At 600 PET seconds, F1 PRES

decreases to 6 psia.

4. At 720 PET seconds, F1 PRES

increases to 12 psia.

5. At 840 PET seconds, F1 PRES

decreases to 10 psia and holds until test

completion.

6. By 8040 PET seconds,
timeline-defined set point temperatures
will be displayed by all heater zones; by
8760 PET seconds, actual temperatures
for all heater zones correspond to the set

points displayed and holds until 19980
PET seconds.

Evaluation
Criteria

Exact

1. Exact

2. Exact

3. Exact

4. Exact

5. Exact

6. Exact

B-8
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TABLE B1

SSFF LOAD MODULES DEMONSTRATION TEST PROCEDURE

Evaluation

I

Step
No.

4

Operator/Equipment Action

When PET seconds for Furnace 1

reaches 9840, enter the following at the
Command Computer to begin Sample 2

processing for Furnace 2:
1<F10>
2<F10>
2<F10>

NOTE: Create new log files:
DEMOLM4.LOG @ 15600 Furnace 1
PET seconds

DEMOLM5.LOG @ 19200 Furnace 1
PET seconds

iToggle between the appropriate screens
for Furnace 1 and Furnace 2 at the

ITelemetry Computer.

NOTE: Create a new log file:
DEMOLM6.LOG @ 24300 Furnace 1
PET seconds

At the Telemetry Computer, observe
Screen 1 when Furnace I PET seconds

displays 28800 and Furnace 2 PET

seconds displays 18960.

At the Telemetry Computer, enter the

following to turn of data logging:
<F4>

Expe_ed Response

At the appropriate Telemetry Computer
screens for Furnace 2:

1. At 140 PET seconds, COLD MAIN and

HOT MAIN heater zones begin to heat as
shown in Figure B-5.

2. At 440 PET seconds,COLD GUARD,

BOOSTER, AND HOT GUARD heater
zones begin to heat as shown in Figure
B-5.

3. By 8040 PET seconds,
timeline-defined set point temperatures
will be displayed by all heater zones; by
8760 PET seconds, actual temperatures

for all heater zones correspond to the set
points displayed and will hold until PET
seconds displays 17460.

1. At 19680 PET seconds, Furnace 1
COLD MAIN and HOT MAIN heater zones

begin to heat as shown in Figure B-4.

2. At 19980 PET seconds, Fumace 1
COLD GUARD, BOOSTER, AND HOT

GUARD heater zones begin to heat as
shown in Rgure B-4.

3. By 25800 PET seconds,
timeline-defined set point temperatures

will be displayed by all Furnace 1 heater
zones; by 26520 PET seconds, actual

temperatures for all Furnace 1 heater
zones correspond to the set points
displayed and will hold until PET seconds

displays 27600, at which point it begins
to cool.

4, At Screen 11, when Furnace 2 reached

17640 PET seconds, it began to cool.

System State displays "Manual'.

"Logging off." is displayed.

Criteria

1. Exact

2. Exact

3. Exact

1. Exact

2. Exact

3. Exact

4. Exact

Exact

Exact

B-9
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SSFF SSL FURNACE AND LOAD MODULE DEMONSTRATION TEST

1.0

The objective of this demonstration test is to demonstrate the capability of parallel

operation of an SSL furnace under vacuum and a load module, Type 2 furnace, with a real-time

off-nominal condition.

2.0 TEST CONFIGURATION

The configuration for this demonstration test will include the SSFF Core Facility

Services Model; an SSL furnace; one furnace model, configured to model a Type 2 furnace; the

SSF Services Model; and the GSS Computer Model. This configuration is shown in Figure C- 1.

3.0 PRE-DEMONSTRATION TEST INPUTS

Prior to the demonstration test, the temperature and pressure timelines for this test will

be loaded into the SSFF directory on the Command Computer. Figures C-2 through C-5 contain

the timeline definitions.

4.0 DEMONSTRATION TEST INPUTS

1) Automatic processing commands

2) To disconnect the power module to the cold main heater for the load module

3) Telemetry log file names

4) Screen selections on the telemetry and graphics computers.

5.0 EXPECTED OUTPUTS

The followingoutputswillbe to the telemetryand graphicscomputers:

1) Furnacetemperaturetrackingdatatothetelemetryand graphicscomputers

2) Furnacetemperaturestabilitydatatothetelemetryand graphicscomputers

3) Furnacetemperame ramp ratedatatothetelemetrycomputer

4) Pressure data to the telemetry computer

5) Water temperature data to the telemetry computer

6) Gas and water flow rate data to the telemetry computer

7) Heater data (current, voltage, power) to the telemetry and graphics computers

6.0 DEMONSTRATION TEST PROCEDURE

Table C contains the detailed test procedure for the SSFF SSL Furnace and Load

Module Demonstration Test.

C-1
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7.0 TEST EVALUATION

The output data will be evaluated against the database timelines. This evaluation

includes the data output to the telemetry and graphics screens and the data logged by the telemetry

computer during the demonstration test. The power readings for the load nxxlule cold main heater

will be checked to verify a redundant power module started when the power failure was induced.

C-2
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Figure C-1 SSFF SSL Furnace and Load Module Demonstration
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SSFF SSL FURNACE AND LOAD

Step
NO.

Operator/Equipment Action

At the Telemetry Computer, enter the
following from Screen 6 to initiate logging:
<F3>DEMOSSL1 .LOG<Enter>

NOTE: For deiogging purposes, a new
log file will be created at the times
indicated by entering:

<F5>new log name<F10>

At the Command Computer, enter the
following to begin Samite I processing
for the SSL Furnace:
C

1<F10>
1<F10>
1<F10>

NOTE: Create new log files:
DEMOSSL2.LOG @ 5100 SSL
Fumace PET seconds

DEMOSSL3.LOG @ 9840 SSL
Furnace PET seconds

TABLE C1
MODULE DEMONSTRATION TEST PROCEDURE

Expected Response

"Logging on." is displayed at the lower
right comer.

At the Telemetry Computer:

1. At Screen 6, observe the F1 VENT
valve status change to OPEN and the

Fum I F1 PRES change to 0.0 PSIA.

2. At Screen 9, by 146 PET seconds,
heater zones begin to heat as shown in
Figure C-4.

3. By 2830 PET seconds,
timeline-defined set point temperature of
200_C is displayed by all heater zones.

4. By 7020 PET seconds, actual
temperatures for COLD GUARD and

COLD MAIN heater zones correspond to
the 400"(3 set points disi_yed.

Evaluation
Criteria

Exact

1. Exact;

+1.5 psia

2. Exact

3. Exact

4. Exact

Criteria
Met
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SSFF

Step
No.

3

5

6

SSL FURNACE AND LOAD
i

Operator/Equipment Action

When PET seconds for the SSLFumace
reaches 12200, enter the following at the
Command Computer to begin Sample 2
processingfor Furnace 2:
1<F10>
2<F10>
2<F10>

NOTE: Create new log files:
DEMOLM4.LOG @ 14400 _ SSL
Fumace PET seconds
DEMOLM5.LOG @ 18000 SSL
Furnace PET seconds

At Screen 19 of the Telemetry Computer,
when Furnace 2 PET seconds reaches
10044, remove FS0 fuse from the
Becetcai Core Rack.

At the Telemetry Computer, observe
Screen I when Furnace 1 PET seconds
displays 22884 and Furnace 2 PET
seconds displays 10674.

At the Telemetry Computer, enter the
followingto turn of data logging:
<F4>

TABLE C1
MODULE DEMONSTRATION

Expected Response

1. Actual temperatures for the SSL
Fumace BOOSTER, HOT MAIN AND
HOT GUARD heater zones correspondto
the 700°C set pointsdisplayed.

2. At Screen 13, the reading for the
Sample TC1 corresponds to the reading
on Screen 19 of the Graphics Computer.

3. At Screen 6 of the Telemetry
Computer, the Fum I F2 PRES
corresponds to 10.0 PSIA.

4. At Screen 11, by 145 Fum 2 PET
seconds, heater zones begin to heat as
shown in F_ure C-5.

5. By 8964 Fum 2 PET seconds, the
actualtemperaturesfor COLD GUARD
and COLD MAIN heater zones
correspond to the 350°C set points
displayed and the actual temperatures for
BOOSTER, HOT MAIN and HOT GUARD
heater zones correspond to the 400°C
set points displayed.

6. At Screen 9 of the Telemetry
Computer and Screen 16 of the Graphics
Computer, observe the cool down of the
SSL Furnace.

COLD MAIN 2 changes to 10.00 V and
COLD MAIN 4 recoversthe power lossof
COLD MAIN 2.

System State displays "Manual'.

"Loggingoff." is displayed.

C-9

TEST PROCEDURE

Evaluation
Criteria

1. Exact

2. Exact

3. Exact

4. Exact

5. Exact

6. Exact

Exact

Exact

Exact

Criteria
Met
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SSFF SSL FURNACE AND TRANSPARENT FURNACE

DEMONSTRATION TEST

1.0

The objective of this.demonsn"ation test is to demonstrate the capability of parallel

operation of an SSL furnace under vacuum and a Transparent furnace under ambient conditions.

2.0 TEST CONFIGURATION

The configuration for this demonstration test will include the SSFF Core Facility

Services Model, an SSL furnace, a Transparent furnace, the SSF Services Model, and the GSS

Computer Model. This configuration is shown in Figure D-1.

3.0 pRE-DEMONSTRATION TEST INPUTS

Prior to the demonstration test, the temperature and pressure tirnelines for this test will

be loaded into the SSFF direefory on the Command Computer. Figures D-2 through D-5 contain

the timeline definitions.

4.0 DEMONSTRATION TEST INPUTS

1) Automatic processing commands

2) Telemetry log file names

3) Screen selections on the telemetry and graphics computers.

5.0 EXPECTED OUTPLrTS

The following outputs will be to the telemetry and graphics computers:

1) Furnace temperature tracking dam to the telemetry and graphics computers

2) Furnace temperature stability data to the telemetry and graphics computers

3) Furnace temperature ramp rate data to the telemetry computer

4) Pressure data to the telemetry computer

5) Water ten-qxa'ature dam to the telemetry computer

6) Gas and waterflowram datatothetelemetrycomputer

7) Heaterdam (current,voltage,power) tothetelemetryand'graphicscomputers

6.0 DEMONSTRATION TEST PROCEDURE

Table D containsthe detailed test procedure for the SSFF SSL Furnace and Transparent

Furnace Demonstration Test.
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7.0 TEST EVALUATION

The output data will be evaluated against the database timelines. This evaluation

includes the data output to the telemetry and graphics screens and the data logged by the telemetry

computer during the demonstration test.
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Figure D-I SSFF SSL Furnace and Transparent Furnace Demonstration

Test Configuration
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Step
No.

SF-TP-0001

TABLE D1

SSL FURNACE AND TRANSPARENT FURNACE DEMONSTRATION TEST PROCEDURE

Operator/Equipment Action

At the Telemetry Computer, enter the
following from Screen 6 to initiate logging:
<F3>DEMOTR1 .LOG<Enter>

NOTE: Create a new log file at the times

indicated by entering:

<F5>new log name<F10>

At the Command Computer, enter the

following to begin Sample 1 processing
for the SSL Furnace:
c
1<F10>
1<F10>

1<F10>

When FURN1 PET seconds reads 1, at

the Command Computer, enter the
;following to begin Sample 2 processing

for the Transparent Furnace:
1<F10>
2<F10>

2<F10>

NOTE: Create new log files:
DEMOTR2.LOG @ 4500 SSL
Furnace PET seconds

DEMOTR3.LOG @ 9240 SSL
Furnace PET seconds
DEMOTR4.LOG @ 15000 SSL
Fumace PET seconds

DEMOTR5.LOG @ 21300 SSL
Furnace PET seconds

Expected Response

"Logging on." is displayed at the lower

right comer.

At Screen 6 of the Telemetry Computer,
observe the F1 VENT valve status

change to OPEN and the F1 PRES
change to 0.0 PSIA.

At the Telemetry Computer:.

1. Fum 2 PET begins incrementing.

2. At Screen 9, by 145 PET seconds,
SSL Furnace heater zones begin to heat

as shown in F'_ure D-4.

3. By 6420 PET seconds, actual
temperatures for the SSL Furnace COLD
GUARD and COLD MAIN heater zones

correspond to the 400°C set points
displayed.

4. By 11610 PET seconds, actual

temperatures for the SSL Furnace
BOOSTER, HOT MAIN and HOT GUARD

heater zones correspond to the 700°C

set points displayed and, on screen 11,
the heater zones for the Transparent

Furnace have begun to heat as shown in

Figure D-5.

5. By 17250 Fum 2 PET seconds, the
actual temperatures for all Transparent
Fumace heater zones correspond to the

set points displayed.

6. Nter 21600 Fum 2 PET s-"onds, at

Screens 9 and 11 of the Telemetry
Computer and Screens 16 and 17 of the

Graphics Computer, observe the cool
down of the SSL and Transparent
Furnaces.

Evaluation
Criteria

Exact

Exact;

+1.5 psia

1. Exact

2. Exact

3. EXact

4. Exact

5. Exact

6. Exact

Criteria
Met

kV
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TABLE D1

SSFF SSL FURNACE AND TRANSPARENT FURNACE DEMONSTRATION TEST PROCEDURE

k

Step
NO.

4

Operator/Equipment Action

At the Telemetry Computer, observe
Screen 1 when Furnace 1 and Furnace 2

PET seconds display 25200.

At the Telemetry Computer, enter the

following to turn of data logging:
<F4>

Expected Response

System State displays "Manual'.

"Logging off." is displayed.

Evaluation
Criteria

Exact

Exact

Criteria
Met
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1.0 INTRODUCTION

The Space Station Furnace Facility (SSFF) will be designed to

accommodate a variety of furnace modules and micro-gravity experiments over

a life time of 30 years. During this period, beginning with the initial

development and delivery of the first components, there will be almost a

continuous flow of activities associated with SSFF. The SSFF development is

divided into two major elements, the Furnace Modules and the common

systems called the SSFF Core Facility. Ground Support Equipment (GSE) will

be required starting with the verification and acceptance testing of these two

elements and the eventual integration and test of the complete SSFF facility. In

addition there will be operational test flows, handling and shipping,

refurbishment processes, system and subsystem upgrades, software

development and software verification occurring continuously through out the

program. These activities must be supported by special GSE, ground test

articles and support facilities. This report, in response to Task 5.8 of SSFF

Contract NAS8-38077, provides a general definition of the SSFF GSE required

to meet these activities.



2.0 PURPOSE AND SCOPE

The purpose of this report is to define the requirements for GSE needed

to support the development, handling, integration and checkout of the SSFF

elements, the core rack, experiment racks and furnace modules. The scope of

this report includes descriptions of rack handling operations, test/checkout and

process flows in addition, to the definition of the GSE required for meeting those

activities. Because the maturity of the SSFF-design will not support its

definition, this report does not address GSE requirements for manufacturing or

refurbishment activities. A listing of generic type GSE in groupings are provided

in the applicable sections.

For purposes of this report, the term SSFF include both the SSFF core

equipment, racks and furnace module. A block diagram of the SSFF three rack

configuration is shown in Figure 2.0-1.
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3.0 SSFF DEVELOPMENT AND PRELAUNCH PROCESSING

The requirements for GSE that will be used to support SSFF testing were

defined based on the testing activities beginning with interface verification at the

different element sites through the prelaunch and post landing processing of the

SSFF. The GSE defined to satisfy these test requirements must consist of a

host computer system that manages the test hardware/software and executes

the testing, provides/controls the necessary resources and has the high fidelity

interface simulators of the interfacing SSFF elements and the SSF. To be cost

effective, the GSE element test sets should be of a common design and be a

subset of the integrated SSFF test set. The GSE test sets defined are described

in section 3.2 and are shown in Figures 3.2-1 and 3.2-2. Predicted program

schedules indicate ground support equipment will not be available early

enough in the program to support the development and interface verification of

the initial elements. This will require special GSE and is described in Section

3.1. Qualification and acceptance testing of the SSFF elements, with schedule

permitting, will utilize the appropriate test sets as identified in Section 3.2.

3.1 DEVELOPMENT TESTING

During development of the Furnace Module and Core Facility, it will be

necessary that the interface of each element be controlled by a program

approved Interface Control Document (ICD). In addition to the ICD and in the

absence of special GSE to verify the interfaces, there should be a reciprocal

exchange of functional and physical interface simulators by the two developers.

The simulators would include templates for structural mating, panels,

connectors, and functional interfaces that simulate the interfacing article. The

Development Test Article (DTA) developed for proof of design by the supplying

organization during their development phase could be refurbished and

upgraded to satisfy the requirements of an interface simulator.

3.2 SSFF ELEMENT/RACK PROCESSING

This section describes the handling and prelaunch process flows of the

SSFF elements and rack flows. The flows are based on the initial launch of the

SSFF Core rack and Experiment Rack with Furnace Module-1 (Integrated

4



Configuration-1 [IC-1]) the launch of Experiment Rack 2 with Furnace Module-2,

and the post landing, refurbishment, and reverification of a returned experiment

rack and furnace module. Section 3.2.1 through Section 3.2.7 describes the

prelaunch and post landing processing of the different elements of the SSFF.

Functional tests of each rack and furnace module are performed and

interfaces progressively verified as the processing and build up of the SSFF is

performed. Test sets to accommodate these tests and verifications must include

both high fidelity physical and functional interface simulators and adaptors,

including support equipment to supply resources such as power, and fluids, and

a host computer system. The overall GSE test set configuration is shown in

Figure 3.2-1 and the major hardware/software elements are listed in Table 1.

The individual test sets identified in Figure 3.2-2 (subsets of the overall test set

of Figure 3.2-1) are configured from the test set complement listed in Table 1 to

accommodate the different SSFF configurations and tests flows shown in

Figures 3.2-3, 3.2-4 and 3.2-5. All or portions of the GSE, as identified in Figure

3.2-1, can be at the different process sites or different element development

sites as required. The complete set, for example, would be required at the

SSFF integration sites to accommodate any SSFF rack, furnace module or

combination of configurations.

Test set 2 would be the only set required at the furnace module

developer site. Rack processing during prelaunch, as shown in Figure 3.2-3,

consists of checkout and integration of the SSFF Core, furnace module,

individual outfitted racks, and SSFF as an integrated system. Figure 3.2-4

shows prelaunch processing of the second integrated experiment rack. Figure

3.2-5 shows the return and refurbishment of an integrated experiment rack

preparatory to SSFF checkout and reflight. (With the exception of the inclusion

of the Furnace Module Figure 3.2-5 could also apply to a core rack that has

been returned for refurbishment or upgrading). GSE test set configurations

required during the process flows are noted in the process flow figures.

3.2.1 CORE RACK CHECKOUT

Tests, using GSE test set 1, which includes the SSF and two experiment

rack interface simulators, will be performed to verify proper operations of the

integrated core rack. Testing will include operation and checkout of each

subsystem and component tests to operational limit, and the exercising of each

5



external interface function through the use of SSF and experiment racks

adaptors and simulators. Test configuration 1, as shown in Figure 3.2.1-1 will

be used to perform this test.

3.2.2 EXPERIMENT RACK CHECKOUT

The experiment rack checkout, using test set configuration 2 shown in

Figure 3.2.2-1, will consist of verifying the performance to operational limits of

the SSFF distributed subsystems in the experiment rack and their interfaces to

the core rack and furnace module.

3.2.3 FURNACE MODULE CHECKOUT

Furnace module tests, using test configuration 3 shown in Figure 3.2.3-1,

will be used to verify the performance to operational limits with the exception

that heater modules will only be tested to the extent that they prove operable.

The furnace module interface to the experiment rack will be verified through the

functional performance tests and the physical connects of the experiment rack

simulator.

3.2.4 INTEGRATED EXPERIMENT RACK CHECKOUT

Following integration of the furnace module into the experiment rack the

rack performance and interfaces will be verified using a core rack simulator and

test set. Tests will be limited to only those required to verify furnace module to

experiment rack interfaces. The tests set configuration is shown in Figure

3.2.4-1

3.2.5 $$FF FACILITY CHECKOUT

Following checkout of the individual racks, an overall SSFF integrated

systems test is performed using test set configuration 5. The test configuration

is shown in Figure 3.2.5-1. Tests will be limited to verify rack-to-rack interfaces

and to the simulated interfaces of a second experiment rack and SSF.

3.2.6 KS(; VERIFICATION

Physical integration at KSC will be limited to receiving/inspection of the

SSFF hardware complement and reverification of the physical and functional

6



capabilities and all test sets to accommodate any SSFF rack, furnace module or

combination thereof.

3.2.7 pOST LANDING

Post landing activities consists of removing the SSFF equipment and

experiment samples from the returning Mini Pressurized Logistics Module

(MPLM), return of the samples to the Payload Investigators, removal of the

furnace module from the experiment rack and return to the PED, and

refurbishment of the experiment rack. These activities are shown in Figure

3.2-5.
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TABLE 1. SSFF TEST SET HARDWARE/SOFTWARE

1. Host Computer System

- Test Control Software

- Test Data Diagnostics Software
- Keyboard & Monitor
- Data Storage Device
- Printer

2. Simulator, SSF to SSFF Core

Interface Panels/Adaptors
Facility Power Converter
Resource Servicers
Coolants
Fluids
DMS Functional Interface Simulators

3. Simulator, SSFF Core To Experiment Rack

Interface Panels/Adaptors
- Facility Power Converter
- Resource Servicers

Coolants
Fluids

- DMS Functional Interface Simulators

4. Simulator, Experiment Rack to SSFF Core

Interface Panels/Adaptors
Functional Interface Simulators
Resource Loads
Power
Coolants
Fluids
Data

o Simulator, Experiment Rack to Furnace Module

Interface Panels/Adaptors
Facility Power Converter
Resource servicers
Coolants
Fluids
Functional Interface Simulators
Test Controls and Monitoring

10



TABLE 1. SSFF TEST SET HARDWARE/SOFTWARE (CON'T)

o

o

Simulator, Furnace Module to Experiment Rack

Interface Panels/Adaptors
Functional Interface Simulators
Resource Loads
Power
Coolants
Fluids
Data

Subsytem Test Sets (Hardware/Software)

TCS
EPS
GDS
DMS
Video
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4.0 RACK HANDLING REQUIREMENTS

Rack handling and support equipment will be required for rack structural

interfacing, general handling, rack protection, movement from work station to

work station, rack rotation to accommodate access and integration of rack

hardware, and lifting and shipping of racks. The hardware types which meets

these requirements are listed in Table 2 and was derived from the rack

integration flows and descriptions of handling devices developed by TBE for the

SSFF WP-01.
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TABLE 2. RACK HANDLING EQUIPMENT

I o

.

.

.

.

.

.

Drill Jig for standard equipment used to drill holes and etc. to
accommodate SSF standard equipment such as for the fire
detection and avionics air.

Drill Jig for unique equipment used to drill holes and etc. to
accommodate the unique hardware such as the SSFF hardware
complement.

Rack handling adapter (G1072)*, a rigid device that mounts to the
rack and provides an interface for other rack handling devices
such as the rack rotation stand to attach to.

Shipping Container (G1094) provides physical and environmental
protection for the racks during shipment.

Rack Rotation Stand (G-1171), a fixture that interfaces to the rack
handling device and performs the movement, rotation and
handling of the rack during installation of equipment.

Rack Handling Sling (G-1070), a device used for handling racks
during installation and removal from shipping containers and the
rack integration stand.

Connectors Savers Connector adapters which interface and
provide protection to the flight interfaces during testing.
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5.0 SSFF HARDWARE/SOFTWARE FACILITY REQUIREMENTS

A strong ground base will be required by the SSFF program to provide

support for on-orbit diagnostics, a test base for SSFF hardware, support for

software modifications and a platform and software environment for

development and test of new programs. The need for ground test bed to

support diagnostics and workarounds will be especially critical in the SSFF

because of limited crew time.

A base to support these activities will require two facilities/test beds. One

test bed will be a SSFF Ground Control Experiment Laboratory (GCEL)

providing support for pre-mission timeline development and calibration in

addition to general experiment support. The GCEL should be a high fidelity

replica of the full SSFF configuration with an appropriate host computer system

to provide not only support for the experimenter but on-orbit diagnostics and a

test base for verification of hardware upgrades. The SSFF units used for

qualification could be the basic hardware complement for the GCEL

configuration.

A SSFF facility test bed functionally identical to the flight will be required

to provide the capability for software development, verification and validation

and hardware prototype tests. This facility should consist of hardware, software,

and software simulators that can provide a high fidelity functional equivalent of

the onboard SSFF but has the flexibility to accommodate reconfiguration and

SSFF hardware and software modifications. The facility, in addition to the

SSFF hardware and simulations, will also require host computer system for

overall executive control and data base management.
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APPENDIX A - ACRONYM LIST

ACRONYM

DTA
GCEL
GSE
IC-1
IC-2
ICD
KSC
MPLM
PED
SSF
SSFF
WP-01

MEANING

Development Test Article
Ground Control Experiment Laboratory
Ground Support Equipment
Integrated Configuration 1
Integrated Configuration 2
Interface Control Document
Kennedy Space Center
Mini Pressurized Logistics Module
Payload Experiment Developer
Space Station Freedom
Space Station Furnace Facility
Work Package-01
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